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APPENDIX IV. 1q

SCENE ANALYSIS: A SURVEY

Presented in this appendix is a survey which traces the development of scene analysis
by computer from its origins in digitized picture processing and pattern reeognition,
and discusses geometric concepts related to projection. New approaches based on
projective geometry and neurophysical models are suggested.
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CHAPTER 1. INTRODUCTION

Computers are often conaidered extensions of the mind in
F ~the samue sense that manual tools are extensions of the hand. .

In this machine-muan analoqy, physical measuring deviceis

(photocells, pressure sensitive switches, etc.) are the
sensory cells of organs of sensation and the computer receiv-
ing messages from them functions as an organ of perception.
in many applications of the analogy, e.g. process control,
the comuputer exhibits mere sen~sation and reflexes. In

artificial intelligence (henceforth Al), however, computer
systems are designed expressly to exhibit perception, comprehen-
sion, curiosity, and intention. Though rather anthropomorphic,

this aim is a primary motivation for most Al researchers and
raises many important philosophical and psychological questions
whose discussion has already changed our way of looking at
human intelligence. Naive popular interpretations of AI
include conjurations of evil or benevolent robots or, no less
anthropomorphic, the amoral oracle which answu.rs questions
truthfully but refuses ("stubbornly, proudly") to consider

the good or evil consequences. The escalating impact of
computers on society elevates the importance of philosophical
questions about AI from resolving esoteric problems to making
decisions about social policy. The reader is directed to an
eloquent examination of the philosophical questions by Turing
(BIDGEN 19471 and an investigation of the social impact of
AI by Firschein et al. (BIBGEN 1973). Such philosophical
questions are far beyond the level of this survey. However,
the psychological analogy is useful in introducing a unifiedI, analysis of artificial visual systems whose characteristics
would otherwise appear quite diverse. Since artificial visual
systems are often aimed at imitating, improving on, or
genera~lizing from natural visual systems, the analogy is not
as farc-fetched or poetic as it might seem.

-See Chapter 4 for key to bibliographic references in the text.
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For the purposes of this paper I will define scene analysisI an the computer processing of two-dimensional projected imagesr of three-dimensional scenes, usually typical of whet humans see
in everyday life, to yield a data structure which somehow

captures the individual identity of and spatial relations
between, objects in the 3-D world. Scene analysis is then

computer visual perception and comprehension. This rather

narrow definition deliberately excludes holography wh~ich,

though it can give an accurate reveridible (i.e. yielding original

3-D surface), representation of three dimensional objects,

treats the visual world as a mathematical surface devoid of

IF meaning. I also exclude picture processing which though often

applied to enhance images of objects to be treated by human

or machine viewers as three dimensional, (e.g. stereophotos in

cartography) has not until recently addressed itself directly

to the data structure mentioned in this paragraph's opening

sentence. The two preceding areas are not meant to be slightedI

by omiu..ion; they are among the most fruitful application areas

of computer processing of pictorial information. They are 1
certainly in a more advanced state of application than scene

analysis. Their strong relation to scene analysis and the

area of overlap will be discussed. In this survey, I restrict

the scope more to semantic, relational aspects involved in

the representation of objects rather than the purely numerical,

mathematical surface defined by the locus of surfaces intersected

by the line of sight. 'Semantics" can mean a number of things,

so let me exclude also the most common meaning in AI, viz.,

semantic data structures such as Winograd's (BIEGEN 1972) where

physical objects are represented devoid of their geometric

coordinates in terms of labelled items and their relations in

list structures for the purpose of manipulation and inference.

This too is a very important and closely related area whose

connections with scene analysis will be discussed though not

thoroughly surveyed. It is fra~ight with many of the open-ended

problems of the general representation of knowledge in AI

independent of vision. We then wedge ourselves narrowly between

iV. 1-7



applied mathematics (physics, geometry and computer processing

of pictures) and semantics (knowledge, meaning), using both

for support. I hope to show that many important e~dvances in

scene analysis implicitly embody the curious semantics of
projective geometry, but often expressed in forms specifically

r suited to optics and digital computation rather than the

general axiomatic form used in mathematics.

This survey consists of four'chapters and a bibliography. i
Chalter 1, which you are now reading, is a short introduction

to scene analysis and guide to the rest of the paper. Chapter 2
is the most important one. It consists of a history and state

of the art description of scene analysis techniques. It is

organized according to typE of approach, in roughly historical

k'] order. Chapter 3 is a conclusion which contains a critical
overview of the techniques and a preview of methods which might

be successfully applied in the future. Chapter 4 is a gu'ide to

the bibliography. This includes a description of the kinds of
sources available and their relation to rese irch institutions.

H ~Chapter 4 should be skimmed immediately in o::der to understand
the format of references to the bibliography in the text of

this survey.
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CHAPTER 2. SCENE ANALYSIS METHODS

2.1 Introductory Remarks

An important goal of scene analysis research is to build
artificial eyes connected with control systems which enable a

robot to manipulate and/or maneuver in its environment.
Applications include the design of visual systems for industrialI) robots, automatic pilots for vehicles, mechanical extraterres-
trial explorers, and other devices. To organize the discussion

of diverse approaches, scene analysis methods are subjectively
divided into several areas in this chapter. Two mirjor areas
a~re line analysis and region anailysis. The formr is based on

" ~classifying and relating to each other the 2-D images of 3-D

edges and vertices of polyhedra in a scene. The latter is
based on merging adjacent picture regions with similar
properties. These and other areas will be described and
compared. The order of discussion will be historical except

when that conflicts with organization by area.
Many of the techniques discussed appear superficially to

differ greatly from each other. A deeper analysis in terms
of projective geometry, however, often points out implicit
exploitation of similar phenomena. This underlying connection
is not often discussed in the literature but will be brought
out to unify description of techiniques in this chapter and

suggest fruitful areas for new research in the next.
Scene analysis owes much to earlier work in picture

processing and pattern recognition. These were the first
areas in which methods were developed for representing, analyz-
ing, and manipulating pictorial (i.e. 2-D) information by
computer. This essentially geometric information processing

is quite different from more traditional number crunching or
r text manipulation computer applications. Among the differences

are that picture manipulation requires much more processible
memory, and the processes are zonceptually two-dimensional
rather than one-dimensional. The geometric problems and
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techniques of pattern recogniLL.. And scene analysis have such

in coimmon but also some crucial differences. In the psycho-
logical model of mechanical vision, the aim of scene analysis

is to perceive and understand 2-0 images of 3-D scenes. The

meaning of this analogy can be clarified using a rudimentary
informational model; this yields a natural hierarchy from
physical measurement through pattern recognition to scene
analysis. The nature of this hierarchy is examined in the
following discussion of picture processing and pattern recogni-
tion. The reader can find comprehensive bibliographies of

pict-are processing accompanied by clear descriptions of tech.-
niques in Rosenfeld's excellent surveys (BIBVIC 1969,1972-1975).
Any of the titles containing the words "Pattern Recognition*

in BIEPIC can introduce the reader to that topic.

2.2 Pattern Recognition and Scene Analysis

A physical measuring instrument can be considered to be a

finite state device, each of whose states corresponds to a

range of physical conditions of the object it is measuring.

Rothstein (BIEGEN 1956) has shown how the amount of information4

about the physical object derived from such a measurement can

be formally defined in terms of thermodynamic entropy, thereby

linking computational and physical concepts. Though the

measuring device is finite state, and information consists of

reduction of uncertainty about which of these states correctly

describes the measured object, the physical state space is

usually thought of as a one-dimensional continuum with a metric.

That is, the finite set of states is well-ordered and can be
divided into subsets with that same property without limit

(until the quantum uncertainty limit) and differences between

values of state variables have meaningful (comparable) magni-

tudes. The psychological analogue of such information could

be termed a sensation such as the sensation of temperature,

brightness, or pressure; these quantities are usually considered

as belonging to one-dimensional intensity continua. The problem

TV. 1-10



of classifying such information is usually trivially solved by

dividing the continuum into ranges and ordering observations

relative to the limits of these ranges.
Pattern recognition involvaj the classification of patterns

consisting of the cartesian products of many (usually) measure-

ments into a small (usually) number of sets. The large dimen-

sionality of measurements not only obliterates the simple orderin9
relation described in the preceding paragraph but also yields

astronomical numbers of distinct possible patterns. A common

approach to simplifying classification is to pre-process the

information by extracting features, abetractions of simple prop-
erties defined by relations between members of subsets of the

pattern space. The number of features is usually far smaller than
the number of measurements and they are chosen so that they meas-

uxe some pattern properties related to the desired classification.

Tz.a cartesian product of a number of features constitutes feature
space; points in this space derived from patterns which are to be

assigned to the same set in pattern claisification ought to
cluster together more than points derived from differing patterns.
"By defining a distance function between points in feature space,
classification is achieved by assigning a new point to the near-
est cluster. The kinds of features chosen are crucial to effective

clustering and highly task specific. Many of the tools of pattern
recognition are derived from sophisticated statistical decision

"theory applied to the assignment of points in feature space to
clusters. Tou and Gonzalez (BISPIC 1974) contains detailed

description of these tools and a good bibliography for other
sources in pattern recognition. In our psychological analogy,

if measurement is associated with sensation, pattern recognition
is associated with perception. Assigning large numbers of dis-

tinct patterns to a single class corresponds to recognizing a
form or percept in any one of a large number of differing parti-

cular presentations.
in visual (also called optical or pictorial) pattern reccgni-

tion, the patterns to be classified are usually gray-level (also

called grey-scale) pictures. These are 2-D pictures which have
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been divided into cells by a regular grid. Each cell is charac-
terized by a single number (measurement) corresponding to the
integrated intensity of light throughout that cell. Any picture
is then a pattern or point in a space with an many dimensions as
there are cells in the grid. Hence, for an n r n grid, the

2pattern space has dimension n .The earliest efforts in p~ctor-
ial pattern recognition were directed to the problem of recogniz-'
ing printed characters such as numerals or letters of the

alphabet by templ~ate matching, described as follows. The gray-I
level in each cell is either 1 or 0 depending on whether ink

(darkness) is present or absent in that part of the picture. TheI
ideal example of any character is called a template and is

represented by the n2 component vector of l's and O's. Classifi-
cation of other samples is achieved by identifying each with the

ideal (template) vector it best matches; by "best" is meant that

for which the largest number of correspon~ding components match in

the two vectors. The method fails completely if the sample to be

recognized is not almost identical in size, position and orienta-

tion to the template. Two-dimensional transformations "scrafble"

the n2-dimensional vector. This limitation can be overcome by

exploiting the fact that the n4 vector can be "unfolded" into the

two-dimensional picture space. In this much more tractable space,
applying simple geometric transformations can invert the effects

of 2-D translation, rotation, scale change and other one--to-one

transformations to yield a pattern in registration with any

template. Such techniques have been applied to yield optical

character recognition (OCR) devices capable of reading printed

text into a computer automatically.

When geometric transformations are unpredictable, not

invertible or too complex, for example in recognizing handwritten

characters, the methods described in the preceding paragraph are

inadequate. in more complex problem domains, feature extraction

can be very helpful. Unlike the case of general pattern recog-

%iition where feature extraction operates over the many dimensional

space of the cartesian product of measurements, in pictorial

TV. 1-12
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pattern recognition, feature extraction usually operates over the

two-dimensional picture space. That is, features in the latter

case often represent simple geometric properties. Some corres-

pond to local relations such as shape, orieitation, curvature,

contrast and n~umber of lines at an intersection while others

reflect more global relations such as topological connectivity,

visual texture, repetitiveness, size or alignment of parts.

Spatial frequency analysis including hologram analysis can be

regarded as the extraction of global features related to geometric

symmetries. Presence of such features corresponds to peaks in

the frequency domain. Families of orthogonal square wave functions

such as Walsh, Haar and Hadamard (e.g. Gerardin and Flament,
BIBPIC 1969) functions are computationally much simpler for

spatial analysis thar the trigonometric functions used in Fourier

analysis partly becaase inner products in the former case can

reduce to boolean operations and also because their digital nature

is more appropriate for grey-scale (digitized) pictures. However,

the Fourier transform itself can be cheaply and rapidly effected

using optical holography. A useful characteristic of spatial

frequency analysis is that geometric distortions and their

inverses in the picture domain often co~respond to easily expressed

changes in the transform domain, greatly simplifying the problem

of picture registration in generalizations of template matching.

Another useful characteristic is that the image degrading effects

of high frequency noise resulting from digitization of poor optics

can be effectively countered by low-pass filtering in the frequency

domain. Also, spatial integration and derivative taking are

expressed in simple algebraic terms in the transform domain. The

disadvantages of spatial frequency analysi. are computational

expense and inflexibility in choice of features. The technique

is useful only if certain kinds of global geometric symmetries

are suitable for distinguishing pattern classes. Then, special

purpose hardware can overcome the computational expense of general
purpose softeware. Fingerprint classification and visual texture
analysis are examples of tasks where this is true. One advantage

in extracting features of whatever type is that pattern classifica-
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tion can often be accomplished by template matching in the 2-D trans-

form space more easily than in the n2 dimensional picture space.

Contrast features have been particularly useful in a wide
variety of applciations, including scene analysis. These are
iocal features corresponding to small, simple neighborhoods

exhib.ting strong variation in the gray levels of their consti-
tuent cells. In simple pictures composed of relatively large

utiformly light areas differing from each other in gray level,
such high contrast neighborhoods outline the regions. The
picture can then be represented as a collection of chains of high
contrast boundary curves. In a sense this corresponds to storing
only the locations of non-zero gray-level gradients rather than
all gray levels. Since gradients are zero in large uniform
regions, far less information is needed to specify the picture
than the gray-level representation, though the latter can be
reconstructed by a computation analogous to integration. This
economy is vital because the gray-level representation often
requires more central computer memory than is available at one
time.

Representing any curve, including a boundary, by encoding
differences between coordinates of successive cells along the
curve rather than listing locations is called chain encoding.
This difference in coordinates corresponds roughly to the
digitized derivative or slope and economizes storage for reasons
analogous to those given in the preceding paragraph describing
the gray-level to gradient transition. In addition, however,
chain encoding yields digitized descriptions of geometric shape,
independent of position, which can be used to compute such
measures as area, curvature and perimeter as well as express

the changes in patterns resulting from geometric transformations.
Such digitial computations have been developed by Freeman (BIBPIC
1974), Weiman and Rothstein (BIBTR 1972), and Rothstein and
Weiman (BIBPIC 1976). Applications range from image processing
to computer graphics. The discrete expression of these
geometric computations is often completely different from their
expression in continuous mathematics. The procesees of geometric

IV. 1-14

_________________ e J



abstraction outlined above play an important role in pattern

recognition in part because of the resulting computational

economies. One such economy is realized in approxivating curves

by straight line segments. Since the curve is .ompletely deter-

mined by its endpoints, only they need be stored. In scene

analysis, straight lines also play an important role becauae

of the projective geometric relation between the 3-D scene and

its 2-D image.

Dividing a picture into regions using any criteria, including

high-contrast boundaries, leads to an abstract description in

terms of region adjacency. That is, each region can be represent-

ed as a node in a graph and edges connect nodes representing

regions sharing a c-Nmon bordor. Besides being informationally

economical, the picture is described in terms of topological

relations rather than the exact positions and shapes of its parts.

Such a description is invariant under a large group of geometric

and other transformations. This approach has been generalized to

what are called linguistic methods in pattern recognition (see

Miller and Shaw, BIBPIC 1968 and Kaneff, BIBPIC 1970). In the

linguistic approach the relational description of a picture is

more important than simple classification. The relations may be

much more general than topological connectivity but the descrip-

tion is still graphical. The graph can be modified by rules

from a graph grammar to either parse or generate "legal" graphs,

i.e. those corresponding to valid pictures. This is a "more

intelligent" process than classification of pictures in the same

sense that parsing a sentence (word) in a formal language is a

"more intelligent" process than simply recognizing its constitu-
ent words (symbols). It has the important advantage over classi-
fication that a potentially infinite class of pictures, i.e.

including pictures never seen before, can be recognized or des-

cribed. This kind of relational analysis is an important

charactertistic of many scene analysis methods. In our psycho-
logical model, it corresponds to comprehension of a whole as

more than the sum of its perceived or recognized constituent parts.
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The scene is comprehqended as an organization, rather than merely

a collection, of objects.

There are phenomena in the process of projecting 3-D scenes
into their 2-D images which traditional 2-D pattern recognition

techniques do not address. Paramount among these is foreshorten-
ing, a distortion in which the 2-D distance between image points

depends on the orientation of the line connecting the corres-
ponding '3-D points relative to the line of sight and also on their
distance from the image plane. The extreme case of foreshortening
occurs when the line connecting two 3-D points is a line of sight

L (goes through the point of projection). For opaque objects, the

usual case, this yields occlusion, a discontinuity that abruptly

erases part of an object's image that may contain important

features for recognition. This phenomenon causes hidden surfaces

and on 3-D rotation of an object in a scene yields a succession

of 2-D views that cannot be continuously transformed into ea3ch

other. Projection is a many-to-one function and therefare not

invertible. This loss of information and the discontinuities
in 2-D images of continuously transformed 3-D objects cannot be
overcome by ordinary feature extraction, 2-D geometric -:ransfor-

mations, or template matching.

The information. loss in projection is structured in the

sense that any two 3-D points that are mapped into one image
point lie on a straight line thzough the point of projection,

i.e. a line of sight. If there are two points of projection

then, the intersection of two lines of sight uniquely determines

the position of a point in three dimensions, a property useful

in binocular stereoscopic vision. Geometrically related to this
property is the fact that a line in three dimensional space

together with the point of pro-action determine a plane in

three space. This plane intersects the image plane in a straight

line; hence 3-D straight lines have 2-D images in the picture

plane that are also straight lines. This fact, together with

the informational economy in representing straight lines

discussed in the paragraph on chain-encodi:,g earlier, make it
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natural that many of -ha *erliest efforts of scene analysis were0

directed to analy'zing scenes containing straight lines. Such
scenes contained polyhedra, 3-D objects bounded by planar faces
which therefore intersect along straight line edges. The 2-D
images of the faces are regions bounded by straight lives. In

simple lighting situations a planar face is usually uniformly

bright, but the different orientations of faces relative to the
light source and the observer yield image regions of different

grcy levels. Thus, the images of edges may be found by using
contrast features. We shall briefly examine some of the techniques
used for finding these straight lines in gray-level pictures
before discussing thp analysis of polyhedral scenes.

Identifying straight lines in gray-level pictures was a

much more difficult task than originally anticipated by researchers
in scene analysis. It appeared that one need only trace along
adjacent high-contrast feat'ires in pictures of polyhedra to get
straight lines, but in reality such features were often spuriously
present in noisy picture regions not near straight lines and
difficult to detect in some places alonq faint straight lines.

Though smoothing (or low pass filtering) reduces noise, it also
suppresses contrast. Special contrast fea-.ure extractors can be

desigded, however, which paradoxically enharn4.e contrast while
suppressing noise; they combine spatial smoothing and the taking
of spatial derivatives. Smoothing a function can be accomplished
by taking .he convo.,1tion of the function with a fixed smoothing
functioz. stuh as the gaussian function. In Lhe discrete verSion

of the process, the convolution integral reduces to a weighted
average of values in a local neighborhood. The result in either

version is "blurring" or smoothing. Now, regions of high contrast
are characterized by extreme values of derivatives. In a picture,
derivatives are deiined as the limits of ratios of intensity to

distance between points at which the intensities are observed.

From now on, the word "scene" refers to the 3-D configuration
whose image is projected onto a 2-D picture.
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In the discrete version the limit cannot proceed below grid cell

size, which if taken to equal unity reduces the derivative to a
kind of weighted finite difference. Smoothing and derivative

taking in the continuous case can be conceptually unified by
considering their representations in Laplace transform theory.
There, convolution in transform space corresponds to multipli-
cation of the pattern transform by the transform of the smoothing

function. The transform of the derivative of a pattern is simply
a constant times the transform of the pattern. Since products

commute, the same result is effected by taking the derivative of
a smoothed pattern as by taking the convolutio. of the pattern

with the derivative of the smoothing function. In discrete form,
the latter coresponds to taking a weighted average of the
picture points in a neighborhood where the weights may be negative
as well as positive. Thus, smoothing and derivative taking can

be accomplished in one step no more complex computationally than

smoothing. Smoothing is analogous to a 0th order difference, and
various higher order derivatives are analogous to higher order

differences. In the 2-D case partial derivatives correspond to

finite differences or weighting functions over neighborhoods
rather than intervals. The choice of diameters of these neigh-
borhoods is critical in effective feature extraction. Ordinarily
"noise" grain is much finer than "signal" (or true picture) grain.

If the diameter of averaging neighbhoods falls between these two
grain sizes, both noise suppression and contrast enhancement can
occur simultaneously resulting in a better signal-to-noise ratio.

Almost all contrast feature detectors can be considered as

weighted averagers as described in the preceding paragraph.

Examples are Shirai's contrast detector (BIBSA 1973) whie'h

resembles a siroothing and first order derivative taken in a
direction perpendicular to a line. The Laplacian operator is a

second order partial derivative; Horn (BIBTR .972 and BIBPIC 1974)

discusses its discrete analog. Hueckel's (BIBPIC 1971, 1973)
operators are combinations of finite differences of various orders;
tor that reason they are particularly versatile in detecting and
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describing a broad range of types of contrast; however they are some-
what more expensive comnputationally than simpler differencing schemes.

Smoothing and taking spatial derivatives of a picture of a
polyhedral scone yields distinctive ridges and valleys along the

images of polyhedral edges and2 yields flat regions where high
frequency noise or uniform intensity prevail. The TRACK program
package developed at MIT asid described bv Lerman anti Woodham
(BIBTR 1973) reduces such a picture to a line drawing. it uses a

Shirai type contrast detector to locate points of high contrast;
with these it associates more distant points lying close to the
best straight line fitting the original points, progressing from
point to point. A straight line is thus extended in the direction
best fitting (according to some mean square error criterion) those
points already assigned to it. When no more feature points are
found in that direction, the line is terminated. Thresholds can
be set to "tune" the program to various contrast levels and
acceptable line lengths. In the end, the data structure that
TRACK presents to scene analysis programs consists of lines speci-
fied by their endpoints. Neither gray-levels nor features remai.n.

Using statistical mathematical models for noise, edge image

blurring, and light intensity variations over polyhedral surfaces

Griffith (BIEPIC 1971, 1973) derived theoretically the acceptance

criteria for straight line determination that are found experi-13 mentally (by "tuning" thresholds) in the TRACK program package.
Duda and Hart (BIBPIC 1972) use a rather different method for

4i recognizing straight lines in noisy situations which was applied

by O'Gorman and Clowes (BIEPIC 1973). It involves first finding

high-contrast neighborhoods and then scanning these in two perpen-

dicular directions with feature extractors resembling first order

derivatives. These two "directional derivatives" are components

of the local light intensity gradient. The direction of any local

edge is perpendicular to this gradient, and can be considered asj
a small segment of a straight line. The so-called Hough Transform

is applied to each small line segment (local edge) to represent it

as a point in a space whose two dimensions correspond to the angle
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the local edge made with the x-axis in the picture space and the

distance of the line an which it might iie from the origin. Any
extended line in picture space will yield a small dense cluster
of such points in Hough Transform space. The degree of cluster-

ing is therefore used as a criterion in deciding whether a

line exists in the picture; its endpoints can be found by locating
extreme values of the coordinates of the neighborhoods corres-
ponding to the edges in question. A crucial difference between

this method and tracking methods in that orientation of a feature

and its existence anywhere on the line locus are used as evidence

rather than feature continuity with respect to tracking order.

The result is that a line can be recognized even if interrupted

by many large gaps or crossed by other curves; in such situations

also a data structure representing straight line segments whose

end points are specified.

if, in our psychological analogy, light intensity measurement

corresponds to sensation, then pattern recognition, including

straight lire recognition, could be called perception. The next

level up in the hierarchy is then comprehension. In artificial

vision we shall here consider comprehension as understanding

something about the 3-D relations between parts whose 2-D images

have been perceived. The goal of scene analysis is that kind of

comprehension. We will now examine some of the first approaches
to recognizing scenes consisting of polyhedra based on the line

drawings of their images.

2.3 Approaches to Scene Analysis

2.3.1 Analysis of Straight Line Representations of Polyhedra.

In the history of scene analysis Roberts (BIBSA and BIBTR
1965) is credited with taking the first step in computer interpre-

tation of a 2-D picture as a monocular view of a 3-D scene.

His method was an extension of known picture processing and
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pattern recognition techniques. First, the grey-scale picture is
reduced to a line drawing by fitting lines to contiast features.

Racognition is accomplished by geometric transformation and

generalized template matching, but in the 3-D realm rather than

týe 2-D picture space. Picture regions are considered to be the
images of polygonal faces of polyhedra. The polyhedra in the

3-D scene are restricted to be examples of certain known models,
hence the 2-D images of faces can only be of certain known types,

subjected to projective distortions. The final image is a product
of rigid motions of the polyhedra in three dimensions and the
projective transformation. In cartesian coordinates the former
are linear and the latter nonlinear transformations. Roberts
overcame the computational difficulties in expressing this nmixture

by using homogeneous coordinatfes which permit a unified linear
representation of all relevant transformations. This notation
originated in projective geometry (see Coxeter BIBGEN 1964) where

it greatly simplified and unified description of phenomena diffi-

cult or impossible to describe in Euclidean geometry. The next
step in Roberts' recognition process is to invert the transforma-
tions which yielded the image to identify the visible faces of

the 3-D polyhedra. Recognition consists in matching the resulting

3-D structure with a known model, a generalization of template
matching.

Roberts' method cannot correctly label picture regions as

faces of blocks in a 3-D scene when that scene contains unknown
types of polyhedra or known types which partially occlude each
other. Guzman (BIBTR and BIBSA 1968) tried to overcome these
weaknesses as well as avoid the computationally expensive numeri-

cal approach by using more linguistic, relational methods. Given

the line drawing of a scene, Guzman's SEE program does not use

the exact coordinates of points and lines as does Roberts' program

but rather the geometric relations between them. SEE concentrates
on points at which several picture lines intersect. These junctions

are the images of polyhedral vertices, the meeting points of
several faces. The acuteness or obtuseness of the angles between
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these junction lines depends on the viewer's position relative to

the planes of the polyhedron. For example, when looking at a

corner of a cubical building from the street, the two visible

roof edges and the intersection of the walls at the corner form

an image junction which resembles an upward pointing arrow. After

a vertical helicopter ride to a position above the plane of the

roof, the junction resembles a two pronged fork; the angle between

the shaft of the arrow and its barbs has changed from acute toI
obtuse and the roof surface has become visible. These and

several other junction configurations are recognized by Guzman's

program. From observing cases, heuristics are derived for infer-

ring whether or not regions on either side of a junction line

should be considered as images of adjacent faces of a polyhedron.

An abstract model of the scene is constructed by representing each

region as a node in a graph and face adjaLcency is denoted by

linking appropriate nodes. The phase just descrined yields a

representation based on information local to junctions. A more

globally plausible structure is derived in the next phase by

examining the graph and ruling out certain unlikely configurations

such as incorrect connections between distinct polyhedra.

The graphical representation of distinct bodies by Guzman

has a linguistic flavor and is a higher level abstraction than

Roberts' representation of examples of models. This permits

analysis of much more complex scenes with many objects partially

occluding each other and containing objects never seen before.

One key to the power of this approach is that junction properties

exploited by the region-linking heuristics are invariant under a

large class of 2-D and projective transformations. Therefore,

transformation inversion which Roberts needed, is never necessary.

Junctions are informationally rich because they capture at a

single point the relations between several extended parts (the

faces) of polyhedra.

Guzman's program was a first step in junction analysis, and

it had several unforeseen weaknesses. hfter a more careful analy-

sis of scenes and their images, Rattner (BIBTR 1970) embodied an
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improved set of heuristics in his program SEEMORE. One of the
weaknesses of Guzman's program was that in scenes with many

objects close to each other, shadows are thrown across faces and
their edges can be misinterpreted as the images of polyhedral
edges. Orban (BIBTR 1970) studied these configurations and
developed heuristics for detecting and removing such lines from

junctions.
Waltz (BIBTR 1972) attacked the same scene analysis domain

as Guzman, Orban, and Rattner but instead of using a set of

heuristics based on empirical observations he analyzed geometric
relations between 3-D vertices and the junctions that are their
projective images. His fundamental object of analysis was also
the junction type, but inistead of considering only shape, he

examined the 3-D confi'gurations that could give rise to such
shapes. He then labelled junction lines with descriptors of the
3-D properties they could correspond to. These labels were
originated independently by both Huffman (BIBSA 1971) and Clowes
(BIBSA 1971) to distinguish between 3-D edges which are concave,

convex, occluding bordering surfaces or cracks between objects.
Huffman used these four labels to determine whether or not line
drawings could be interpreted as pictures of "real" objects.
This involves attaching labels to lines and progressing to other

lines through junctions until all lines are labelled. The
existence of one kind of label at a junction constrains the
label of other lines. Any line can only be assigned a single
label. If it is impossible to label a picture consistent with
these constraints, it could not be the picture of a zeal object.
An example is the "devil's pitchfork", a picture which locally
looks "real" but is inconsistent globally. Waltz exhaustively

examined all possible views of vertices where three (and in a
few cases, more) polyhedral faces met and labelled the lines

accordingly. For any particular junction shape, a large number

of possible labellings, each corresponding to a listinct 3--D
configuration, is possible.

Waltz' program associates with each junction in a picture

a list of all its possible labellings. Those are ruled out for
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which no adjacent junction has a labelling compatible along the

line they share. Waltz originally thought a tree search would be

necessary to examine all consistent labellings, with the accumu'.a-
tion of interacting constraints leading to a single or few

possible complete picture labellings. To his surprise, most
junction labellings were ruled out in simply progressing from
junction to junction. The reason was that the apparent increase
in descriptive complexity is more than offset by the fact that

the number of geometrically realizable labellings of any parti-
cular junction shape is far smaller than the ntumber of combinations

possible if the lines could be independently labelled. Thus
compatibility between adjacent junctions is much less likely than

if lines were labelled independently. Waltz next introduced
shadow labellings for lines; exactly the same phenomenon occurred
resulting in even better scene analysis with no tree searching

necessary. Shadows, instead of interfering with scene analysis

as in previous approaches, actually contribute information.
Newborn (BIBTR 1974) embodied Waltz's picture labelling algo-

rithms in New York University's high-level set theoretic language
SETL.

The descriptive labels on the lines of an analyzed picture

can easily be used to derive object identity. Waltz goes beyond
Guzman, however, in that even more geometric information about
the 3-D scene is found. Crude shape descriptors for edges tell

something about the relative positions of planes in the 3-D
scene. A drawback is that instead of a small number of junction

labels, a large dictionary, with thousands of entries, must be
stored or computed.

Waltz's improvement over Guzman is a result of generalizing
Guzman's heuristics which were seen as special cases of the
geometric semantics relating 3-D vertices and their 2-D images

(junctions). Mackworth's program POLY (BIBSA 1973) is an
extension in this tradition. His approach is based on the
following geometric represuntation. Any 2-D picture of a 3-D
scene consists of the projection of the latter's visible points

through the image plane to a single special point called the
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viewpoint. In a camera, for example, the photographic film

occupies the image plane and the viewpoint lies in the lens.
The 2-D image of a line in the 3-D scene is also a line. This.

image line and the viewpoint determina a plane which must also
contain the line in the 3-D scene which gave rise to the image.

This is called the "plane of interpretation" by Mackworth; the
polygoDal image of a polyhedral scene yields a bundle of planes
of interpretation all of which contain the viewpoint. Now, if

the scene consists of polyhedral objects, their faces intersect
along straight line edges whose images determine the planes of
interpretation. The relations between the orientations of these

sets of planes c. n be exploited to infer the former from the
latter. The cumbersome scene representation of planes as sets
of points is avoided by representing each plane as a single point
in dual space. In brief, any plane in three space can be
characterized by the direction of its normal and its distance
from7ýthe origin; thus in dual space each plane is represented

by a point at the tip of a vector starting at the origin pointing
in the direction of the normal and having magnitude equal to the
distance of the plane from the origin. Relatlons between planes

Shave the following representations in dual space. A set of
parallel planes corresponds to a set of points lying on the same

line through the origin. The intersection of a numbe. of
planes in a single point (polyhedral vertex) corresponds to the
vertices of a planar polygon in dual space. All planes of inter-
pretation are represented as points in dual space lying in a
single plane; that plane is the dual of the viewpoint. The edges

bounding a single face of a polyhedron correspond in dual space
to lines passing through a single point, the dual of the planar
face.

Mackworth's program POLY operates on the dual space repre-
sentation of scenes and their inages to determine edge types
(such as Huffman and Clowes types), surface orientation, body
identification, and hidden structure. It tries to link neigh-
boring image regions by labelling the lines separating them as
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the images of "connect" edges in the scene, i.e. intersections

of the planes whose images are - ragions. In dual space,

identifying a connect edge between two planes corresponds to

drawing the dual of the edge (a line) through the duals of the

planes (two points). Progressing from region to region in the

image corresponds to connecting points with straight lines in

dual space. Constraints imposed by incidences in the image have

their counterpart constraints in dual space, preventing many
edges from being interpreted as connect edges. Since the back-
ground ordinarily consists of a single plane, the program begins

by attempting to connect it to all regions bordering '.t. There,
the large number of simultaneous constraints greatly reduces the '
amount of backtracking necessary in searching for correct picture

interpretations. The eventual aim is a picture in which every

edge is labelled as connecting or occluding two neighboring
regions. Polyhedral objects in the scene correspond to poly-

hedra ir dual space; completing missing portions in the latter

corresponds to solving hidden line and surface problems in the

former. Pictures for which this is impossible are generaliza-

tions of Huffman's illegal or "nonsense" sentences, for example,
the "devil's pitchfork" mentioned in the discussion of Waltz'

appr'nach.

Mackworth's purely geometric, projective approach appears

superficially to be a step backward from the abstract, symbolic

approaches of Guzman and Waltz to the numerical methods of Roberts.

That this is not so stems from Mackwroth's dual space represen-

tation in which points correspond not to points in the scene but

to sets of points (planes) bearing some relation to each other.

Roberts' approach wa~s based essentially on transformation and

template matching, though with a novel twist: in Mackworth's

approach object identification results from interpreting the

dual graph in terms of connectivity rather than shape and posi-

tion of picture parts. This extraction of high-level relations

is in the spirit of Guzman and Waltz and is one proper"Cy which

characterizes artificial intelligence approaches as opposed to
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pattern recognition approaches. In addition, however, the dual

space repzesentation can yield geometric information about the

scene inaccessible to Guzman and Waltz. Distances and angles in
dual space correspond to quantities describing geometric rela-
tionb between entities in the scene. Among these are orientations
of faces and edges; Waltz's classification of these was restrict-
ed to binary distinctions such as convex vs. concave. Waltz's

dictionary of junction types is a list of special cases of

phenomena Mackworth can represent in their entirety. Waltz's
surprise at the small number of realizable parsings of sentences
over word3 in this dictionary would have vanished if he had known

about the general constraints of positioning points and lines in
dual space. Mackworth's dual space representation is capable of

yielding an infinite dictionary,including all the difficult cases
of polyhedral vertices formed by more than three coincident planes.

Though he did not include it, there is room for representing

shadows as projections of edges through the light source onto a
surface in the scene and then through the viewpoint to the image

plane. This new projection point (the light source) ought to add
many of the scene analysis capabilities of binocular visual systems;
the dual space equivalent of this point is a plane which would
further constrain relations between dual space points.

The polyhedral scene analysis programs just described (from

Roberts through Mackworth) are characterized as "bottom up".

That is, before scene analysis proper begins, small regions of
high local contrast (features) are found and linked together by
least squares or similar statistical methods into straight line

segments. These line segments are the primitives on which the

scene analysis programs operate. A serious drawback of this

approach is that feature detection is very sensitive to threshold
and appropriate thresholds may differ in different parts of the

picture depending on the high-level (semantic, 3-D geometric)
structure of the scene. This high-level information cannot be
known in advance of the low-level or line finding phase of the
operation. In using a uniform threshold throughout the picture,
high sensitivity yields spurious feature detection where noise
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is present. Noise is inevitably high due to camera imperfections,

bad li~ghting, uneven reflective properties of objects in theI scene and digitization truncations (HORN, BIBTR 1969). Lowering
sensitivity of feature finders to avoid false positive detections
results in failure to detect faint lines between regions which are

the images of nearly equally bright adjacent faces of a polyhedron.

Falk's (BIBSA 1971,1972 and BIBTR 1970) approach to solving

the problems described in the preceding paragraph was to append a

"top-down" phase to the bottom-up phase. Spurious lines are

removed and missing lines are added after the initial bottom-up

phase by considering the initial line drawing as the projected
image of a scene consisting of a collection of polyhedra of known

types. Inverting the scene-to-ýimage projection in the manner of

Robeits and solving hidden line and surface problems leads to a

best model of the scene in terms of the known polyhedral types.

Missing or extra lines resulting from the bottom-up phase are
added or deleted respectively to make the final line drawing

conform to the model of the scene. Thus, it differs from Roberts'
approach in that a Guzman-like bottom-up phase first predicts

the scene objects and only after that relatively cheap computation

(list processing rather than matrix operations) does the projec-

tive analysis occur. The advantage is not only greater

s implicity, but the Guzman-like phase of the operation is far

superior in analyzing scenes with large numbers of objects which

occlude portions of each other. One drawback of this mrethiod is

that the scene is limited to collections of objects from a fixed

set. The hidden line and surf-ace algorithms are also computation-

ally expensive.

Shirai (BIBTR 1972 and BIBSA 1973) overcame many of the draw-

backs of the bottom-up approach using a method that looks decep-

tively low-level, but succeeds as a result of efficient use of

heuristics based on~ high-level properties of polyhedral scenes.

His overall strategy ip to proceed from the most distinct (high-

est contrast) edges to the least, searching for lines only in

places suggested by earlier, stronger evidence. Lines are
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classified into three categories. Those in the first, contour

lines, are characterized at the low (picture processing) level

as consisting of picture points whose grey levels contrast greatly

with local neighbors. At the high (3-D scene propert3) level, I
contour lines correspond to the separation between, for example,

a light object seen against a dark background. The second

category consists of boundary lines which are characterized atr the low level by slightly smaller contrast values; at the high

level they correspond to the separation between an object and

another object, or between an object and the background. Contour

lines are special cases of boundary lines. The third category,

internal lines, contains those exhibiting least contrast; they

Shirai's process is begun by sampling a grey scale picture

onc inevery 8 x 8 cell region. Samples whose grey levels differ

gretlyfrom the picture average are singled out as contour points;

fulresolution is restored and the same criterion is applied to

fidcontou~r points missed by the original sampling in the 8 x 8

neighborhoods of those found by the original sampling. The chains

of contour points resulting from this process are traced and

broken into straight lines whose endpoints are local maxima of

hamn curvature, These constitute a set of contour lines, strong

c-andidates for delineating the outlines of objects'in the image

of a scene because an object and its background usually differ

more from each other in optical properties and position relative

to the light source than adjacent faces of the same object or

nearby faces of neighboring objects of a similar type. This is

an example of the semantics of projective geometry relating 3-D

objects and their 2-D images embodied in Shirai's heuristics.

most of the other nine heuristics involve attempts to extend lines

from their endpoints or find lines going in new directions

starting at the endpoints of other lines. The semantic justi-

fication for these heuristics is obvious from looking at the

junction types of Guzman or Waltz. That is, lines in a picture

are imagas of polyhedral edges. Edges terminate in vertices with
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other edges. Therefore their images are junctions of lines, the

logical place to look for extensions of old lines or beginnings

of new ones. Since an occluded neighboring object often

contrasts less with its occluder than the occluder with the

background, the extension of a contour line along the top of a

TEE junction is usually a boundary line. This is embodied in

heuristics by increasing the sensitivity of the line finder when

searching for the extension. Similarly motivated heuristics are

used to find all boundary lines. Finally, the sensitivity is
increased even more to find internal lines at likely places such
as the stems of arrows.

The final product of Shirai's system is a line drawing of a
scene, with lines labelled as contours, boundaries, and internal
lines. Individual objects (polyhedra) are identified by tracing
contour lines and their extensions into boundary lines; this

usually yields a simple closed path that is the outline of an
object. The selective use of increased line finder sensitivity
in places determined by earlier stronger evidence results not
only in considerable computational economy but also in the avoid-
ance of false positive line detection in noisy regions. There
are two underlying principles behind Shirai's approach. The

first is careful exploitation of the projective semantics which
relate straight line edges in a scene to their straight line
images. The other is the constant interplay between high level
knowledge of scene properties and low level line following.
This interplay is an example of heterarchical rather than
hierarchical control. The term heterarchy was used by McCulloch
(BIBGEN 1945) to describe neural networks in which feedback

dertroys the usual distinction between high and low level control.
In analogy with linear systems theory, fee~dback often gives
systems gzeater dynamic range, flexibility, and computation power
than their hierarchical counterparts. Minsky (BIBTR 1970)
suggested that heterarchical control might be valuable in AI
systems. This contention is strongly borne out by Shirai's system
which not only often yields far better line drawings with less U
computation than conventional bottom-up appr4aches but also
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achieves rather good high level separation of objects and identi-

fication of edge types. Remiarkably, this higher level "semantic"

type of information in acquired without the use of -tree searches,

dictionaries of junction types, or projective transformations

characteristic of other approaches. These omissions prevent

Shirai's system from separating neatly stacked bodies and detecting

certain kinds of concavity, i.e. situations which are not pointed
to by the images of convex edges; the lack of 3-D semantics is a

limitation. However, Shirai's program could be used as a superior

(to conventional line-finders) preprocessor for bottom-up programs,
though such service violates the spirit of heterarchyl

This completes discussion of polyhedral scene analysis based

on straight lines and their junctions. Combinations of this

approach with semantic methods embodying knowledge of physlical

structure and purpose will be discussed after describing other
methods which can also be so combined. The first of these is

region analysis.

2.3.2 Re ion Analysis

Minsky and Papert (BIBGEN 1967) suggested avoiding the diffi-

culties of line finding by constructing the regions that might be

bounded by such lines directly, joining neighboring cells which

have similar light intensities. Brice and Fenema (BIBSA 1970)

incorporated this suggestion in a scene analysis system. The

first step is to scan a pic-ture, introducing a short boundary

between any two neighboring cells whose intensity values differ

by more than some threshold. The magnitude of the difference in

intensities is stored in association with each such boundary.

In terms of our earlier discussion of contrast features, this

process yields first order differences, analogous to first order

partial derivatives with respect to the coordinate axes. The

resulting boundaries resemble the edge-elements of O'Gorman and

Clowes, yielding a picture with many short-perimeter regions

bounded by these edge elements. Brice and Fenema's departure

from pre~vious contrast detecting methods at this point consists
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in merging these small regions according to heuristics based on

qualities of regions rather than line-fitting. The first of

these, the phagocyte heuristic, merges adjacent regions, erasing

their common boundary if the contrast along it is low and the

ratio of its length to the perimeter of the shorter region is

large. The result is a less choppy picture with many of the
former small enclosed or almost enclosed regions being merged

with larger ones. Next, a weakness heuristic is applied,
merging regions if the ratio of the length of low contrast

common boundary to length of common boundary is high. This

differs from the first in operating without regard to perimeter

length. Thus the phagocyte heuristic cleans up small enclosed

islands which are unlikely to be real region outlines and the

weakness heuristic reduces the tendency to see spurious large

region outlines where intensity gradients are present but weak.

The next step in Brice and Fenema's scheme is to find

vertices (places where three regions meet) and join adjacent
ones along their connecting region-boundary with straight line

masks. The latter are thin rectangles anchored at vertices;

their widths represent limits of acceptable deviation of boundary

points from a straight line joining vertices. After successful

fitting, each mask is replaced by a line and the picture is

represented as a line drawing. Guzman-like techniques are

applied to propose objects, which are assumed to be wedges,

cubes, wall or floor. The last two constituents are also sought

on the basis of their vertical location in the picture. Line

drawings are corrected in a manner similar to Falk's; missing

or extra lines are added or deleted respectively on the basis

of models of objects. This lack of object generality, is not

the fault of region-growing but crudeness of higher-level

processing. This is one of the first attempts at region-growing
and predates the work of Waltz and Mackworth, who had more

sophisticated high-level representations.

In deriving the line drawings of polyhedral scenes, regionI
growing and line-finding should yield the same result. A picture

specified by a line drawing can just as well be specified by
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the zegions those lines enclose. However, region-growing ought

to be more robust than line-finding because the heuristics which

merge regions account for global properties of intensity distri-

butions throughout a region. This is usually a much larger area

than the small neighborhoods used in line-finding so local high

spatial frequency noise is much less disruptive.

The usefulness of the heuristics in the region-growing

method just described is predicated on the existence of rather
large regions with simple boundaries, not necessarily straight

lines. Line fitting was the result of a later pass designed

specifically for polyhedral scenes. An attractive feature of

region growing is that it may be applied to more natural scenes

whose L-mages contain no straight lines. Regions may correspond
to irregularly shaped areas with characteristics distinct from

the surround. These characteristics need not be restricted

to light intensity but may include texture, color , or binocular

disparity between two pictures. The characteristic used need not

have constant value throughout the region but simply be free from

sharp discontinuities. Systems embodying general region analysis

will be described in the following paragraphs.

Krakauer (BIBTR 1971) embodied a unique kind of region

analysis in a program to distinguish between various fruits such

as apples and pears. This task is representative of those in

which humans easily recognize objects though examples within

a class may differ in ways difficult to express explicitly.

Recognition cues seem to include gross 2-D image shape, 3-D shape

and reflective properties inferred from intensity gradients and

roughness or texture. All of these are incorporated in a simple

tree structure derived from an intensity contour map. The tree's

structure can be visualized by considering an intensity contour

map as a set of stacks of planar regions of uniform thickness,

each level corresponding to picture points with higher light

intensities than the threshold associated with that level. As

examples, a uniformly bright disk of light corresponds to a stack

of poker chips and a disk with progressive darkening away from

its center corresponds to a conical stack. Each distinct
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connected region (and there may be many in a complex picture) at

any particular level corresponds to a distinct node in the tree

at that level. If one region supports a region above (that is
if the boundary of the former encloses the boundary of the latter)

a path connects the corresponding nodes. Thus, the tree structure
describes set-nesting relations of contour curves. A picture

of a "speckled" object corresponds to a "bumpy" contour map with

many disconnected regions; this in turn corresponds to a tree with

many branches. Krakauer distinguishes between types of such

texture by plotting number of branches against tree level. This

profile has characteristics immune to geometric transformation

of the object being recognized, changes in illumination, and

irrelevant texture details. In addition to the structure of the

tree, each node can carry information about the size or shape of

¶ the corresponding region. For example, pears can be distinguished

from apples by the eccentricity or elongation of regions at most

levels. The advantage of this kind of measure is that statistics

can be gathered on regions at fixed levels easily even if their

boundaries are not "clean". That is, ragged edges, holes, and

sharp turns need not be eliminated by region growing heuristics

in order to measure useful properties of regions.

Barrow and Popplestone (BIBSA 1971) used region analysis in

a somewhat more general manner than Krakauer to recognize

pictures of household objects including a teacup, hammer, wedge,

spectacles, pencil and the like. Regions are found using a

merging algorithm in which all cells in any particular region

must have gray-levels within a narrow range. When ranges overlap,

* regions may overlap. instead of defining a tree using set-contain-

* rrient and intensity thresholds, Barrow and Popplestone define a

graph which expresses more general relations between regions.

Each region corresponds to a node and links between nodes

correspond to relations between regions such as relative position

(above, beside), relative size (bigger), distance, and shape of

adjoining boundary. In addition, each node carries descriptive

information about the corresponding region such as shape and

brightness. These cues were subjectively chosen to correspond
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to those which might distinguish common objects in car toon-like

drawings; such drawings resemble the result of region growing

programs operating on gray-level pictures.

Recognition in the Barrow and Popplestone approach consists
in matching the relational graph of a pictur-e with that of the

model it resembles. This involves matching not only graph shape

but also the attributes attached to nodes and links. The model
coine from training sessions in which samples of known objects
are processed to gather statistics on the resulting graphs. The

system performed 851 correct recognition in distinguishing nine
household objects, using an average of five minutes of computer
time per pictu.re on an ICL 4130.

Region analysis and other approaches can be combined with
semantic methods to improve scene analysis. These topics will be
discussed immediately after the next section which deals with
numerical approaches exploiting geometric semantics.

2.3.3 Numerical Region Analysis methods Using Geometric Semantics

Though the region analysis methods just described allow great-

er flexibility in scene types and problem solving tools than line

analysis methods, the loss of projective semantics relating scenes

to their images is a serious drawback. For example, a shadow

thrown across a region leads to its erroneous separation into

distinct regions in the graphical description of the picture.

occlusion of objects by others has similar undesirable results.
For this reason the methods of Krakauer, and Barrow and Popplestone,

fail to correctly identify objects when applied to scenes with
many objects. The ad-hoc heuristics on which recognition is

based are not easily extended co account for such projective

phenomena. An approach by Horn (BIBTR 1970) analyzes regions bott

in a strictly numerical, geometric way, accounting precisely for

the projective relations between object and image. The goal is
to infer 3-D shape of smooth objects from gentle (as opposed to

edges) gradations in light intensity (shading) in their images.

The underlying assumption is that the object's surface is
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optically uniform. That is, in approximating any small area of a

surface by its tangent plane, the relative light intensity of its

image is a function of the relative directions of its normal and

lines to the light source and obser-,er. Different models of

surface optical properties lead to different functions. To

invert such a function and infer the 3-D surface shape requires

solving a first-order nonlinear partial differential equation

which can be reduced to a system of five ordinary differential

equations. Horn's rigorous, mathematical approach not only enables
him to incorporate heuristics to tune the parain'eters of numerical

methods to solve the system of equations efficiently, but also

leads to interesting observations on the significance of shading

in human vision. The roles of cosmetic makeup and lighting

techniques in photography are discussed in terms of the mathemati-

cal model. Horn's approach is strictly mathematical; it doesn't

produce the abstract, relational data structures usually associated

with Al. Just as in Mackworth's approach, however, such data

st-ructures can be derived from the inferred 3-D shape. For

example, the visual boundaries of any smooth convex object are

characterized by surface normals perpendicular to the line of

sight; thus the normals could be used to identify individual

objects. Contour maps of 3-D depth of objects should provide a

more reliable base for analyzing relations between picture regions17 ~ than simple intensity contour maps because the formet are invariant '

under 3-0 transformations with suitable change in viewing position
alone, while the latter are not. Shadows cast by objects onto

others are used to infer shapes and relative positions; they do

not. interfere as in the other region analysis methods.

High contrast loci (edges or region boundaries in earlier

methods discussed earlier) are the term~inators of Horn's solution

paths rather than being the objects of attention as in line-finding

methods. In Ramer's approach (BIBTR 1973 and BIBPIC 1975) they

play the latter role, but in scenes which can be as general as

Horn's. This suggests fruitful combination of the two methods

for identifying (isolating) distinct objects in real world scenes

and inferring their 3-D shapes. The capabilities of the two
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methods are complementary. Ramier uses Hueckel's operator (BIBPIC

1971,19.73) to detect the positions, orientations, and strengths

of high-contrast edges in a picture. Heuses Freeman's chain-

conidece ritriasuch as strength, length of chain, local

signal to noise ratio, and directions of adjacent neighbors.

Long chains resulting from this process are classified as shadow

edges, cracks, texture, boundaries of bright specular reflection

(highlights) and object boundaries on the basis of constituent

edge properties and relations to other chains. For example,

shadow edges are generally less sharp than boundaries of objects

in a scene; the chains corresponding to the former are therefore

characterized by lower contrast features and a broader range of

local variation in direction of constituent edges. Resulting

chains are fitted to quadratic curves; this is the simplest

computational extension of linear interpolation. The increase in
computational complexity yields more general bcundary curve detec-

tion. Quadratic curves are particularly important because they

are the images of sections of quadric surfaces (spheres, cylinders,

ellipsoids, cones, etc.) which bound objects in a more general

class than polyhedra. Methods for fitting quadric surfaces to

objects are described by Acin (BIBTR 1972) and Agin and B~iford

(BIBSA 1973). In a sense, Ramier's approach does for this class

of objects what Shirai' s method did for polyhedra; namely, it

yields a classification of curved edges which can be used to

determine 3-D structure of objects viewed. The tools used in

these two cases are quite different, however.

Another purely numerical method exploiting the projective

semantics relating a 3-D scene to its 2-D image is used by Hannah

(BIBTR 1974). While Horn's method may be characterized as

region-growing based on extending soluti**on paths of partial

differential equations, Hannah's method consists of region
growing based on intensity profile correlations between two

pictures of the same scene taken from slightly different positions.
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This process is related to binocula~r depth perception. In~ the

first phase, a small region (window) with distinctive stat-istical

characteristics (e.g. large gray-level variance) is found in one

picture. Looking only at parts of the other picture with the same

characteristics, an attempt is made to correlate the original

window with a window in the other picture. When this succeeds,

the two windows are considered as being in registration with

each other, i.e. they correspond to two views to the samte part

of the scene. A revi.on is grown around this window by moving

the windows in both pictures the same distance and direction.

When an abrupt change in 3-D depth occurs, such spreading will

fail because of binocular disparity, a shift in the images

F relative to their original registration positions. Thus each
region eventually found corresponds to a surface in space bounded

by abrupt depth changes. Correlation and search for regions in

registration with each other is extremely expensive computationally.

Hannah greatly reduces the number of computation steps necessary

by exploiting statistical properties of the picture, using fast

algorithms such as the Fast Fourier Transform, and restricting
the search to areas deemed likely by scene and image geometry.

The latter involves employment of a Camera Model, using techniquesA

developed by Sobel. (BIBTR 1970 and BIBSA 1973,1974). This is

a mathematical model which relates camera positions to image

properties. For example, an image point in one picture corres-

* ponds to a point in three space which could be located anywhere

on a line of sight in three space. The im-age of this line of

sight in a second picture is a line rather than a point if the

camera is not in the same position in both cases. In searching

the second picture for the corresponding image of a point in the

first then, one need only look along this line even if the

depth of the point in the scene is completely unknown. Guesses

about its depth correspond to restricting the search to segments

of this line. Thus, the fact that straight lines are preserved

as a class under projective geometric transformations can be

exploited to great advantage even when there are no straight

lines in'the 3-D scene or its images.
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A property that makes Hannah's approach miore powerful than

any discussed so f~ar is that her region analysis is not impaired

by camouflage, shading, texture, sharp shadows or intensity con-

trast edges because it is not based on intensity levels and

their local variations but on correlations between arbitrarily

structured intensity distributions in two piztures. She has

exploited a binocular geometric semantics which appears to be

much more powerful than the monocular geometric semantics of

other methods. We will now examine some other kinds of semantics

used in scene analysis.

2.3.4 Incorporation of General Semantics and Mechanical Aids

Feldman and Yakimovsky (see BIBTR and BIBSA, both autnors,

either order and several titles relating to Semantic Region Grow-

ing) improved the results of region growing by using merging rules

based on semantic or (real world) phenomenon in the scene. The

first step is to conservatively apply non-semantic region grow-

ing rules with merging based on similarity of color as well as

light intensity. The result is a large number of small regions.

Next, semantic meanings, depending on the problem domain,

are attached to regions. For example, in a typical view

through the windshield of a car, blue regions at the top of the

picture are considered sky; they are merged with each other and

while (cloud) regions which may intervene. At the bottom of a

picture, green, yellow and brown regions are interpreted as

grass and merged tcgether. Regions in the middle of the road

with distinctive shapes are ic.entified as cars; in this case

merging proceeds as long as the geometric shape of the regions

better approximates that of known cars. Similar criteria are

evaluated in merging regions in other parts of the picture. The

criteria are based on training sessions in which the trainer

evaluates results of certain merges. In the actual recognition

process, a Bayesian strategy is followed to maximize the proba-

bility of making the best choice. The end result is a

partitioning of the picture into regions, each of which is

labelled according to its meaning in the real world. Regions

are identified much more realistically than in methods where
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semantics are not employed in the region growing rules.
In the VISIONS system, Hanson and Riseman (BIBTR 1974) incor-

porate a heterarchical combination of high-level (semantic)

and low-level (geometric feature extraction) methods using
parallel computation. At the semantic level, objects which
might be in a scene are modelled by abstract relational struc-
tures similar to those of Barrow and Popplestone or Yakimovsky.
Low and high-level processes interact in the following manner.
First, low-level processors detect features which suggest a
subset of objects which might be present in a scene. The corres-
ponding semantic models are selected; they direct low-level
processors to seek features which would confirm or deny model
validity. In the case of denial, new features found could be

used to suggest other models, and so forth. The low-level
feature detection capabilities are very flexible and include
detection of local color, texture, brightness, and contrast.
The selection of paticular features at the direction of high
level models greatly improves efficiency by restricting the

search to relevant information.
Winston (BIBTR 1D70) developed a system which learns to

recognize complex high-level structures constructed of blocks

(polyhedra). Feature extraction and line detection are low-level
processing whereas identifying polyhedra, as in the programs of

Guzman and those who followed, is considered high-level proces-
sing. An even higher level description of a scene is one in
which the blocks form structures such as arches, tables and towers.
Such structures are represented in Winston's system by graph data
structures whose mejor nodes correspond to substructures and links
between nodes are relations such as is-supported-by or
is-a-part-of. Additional nodes correspond to blocks and are
linked to other nodes describing their attributes (posture, type
of polyhedron). Different kinds of structures have different
kinds of graphs, but many times one type of structure can have
variations yielding different graphs. The goal is to train the
system to distinguish which of these variations are crucial in
order to'correctly identify structures consisting of arrangements
of blocks. It is accomplished by presenting the learning program
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with "near miss" examples, those for which small changes transform
one kind of structure into another. Thus instead of using a
statistical training approach which would blur critical distinc-
tions, the latter are singled out for special attention.

Winston's approach is closedly related to Minsky's idea of
frames (BIBTR 1974), a relational data structure for representing
certain global situations or scenes. The frame is subject to
transformations.which are considered to be minor perturbations of

a single global gestalt. The nature of the transformations is
complex, however, involving alterations of the list structure

that may be interdependent and difficult to anticipate. The
semantic relations transcend those of the real world in AI. This

very interesting and difficult topic lies at the heart of much
current Al research but is beyond the intended scope of this

survey; for further discussion the reader is referred to the

general AI texts in BIBGEN, to Minsky, Papert and Winston (BIBTR,

all references to any of the names) and in particular to Winston

(BIBSA 1975).
The aim of scene analysis is machine comprehension of real

world scenes; hopefully under natural lighting conditions. Some-

times, however, an immediately useful application is desired, for

example in robot assembly of parts in a factory, and one must

fall back on less sophisticated methods for determining 3-D

configurations. These include touch sensors attached to probes
to mechanically measure distance, sonar, and artificial lighting

situations. The latter exploit highly structured lighting which

is usually used to infer distance by triangulation between the

known position and direction of the light source, position and

direction of the camera, and the image of the light on an object.

Agin and Binford (BIBSA 1973) use a laser in such a system at

Stanford University. Shirai and Suwa (BIBSA 1971) use a slit

beam for range finding by triangulation in scenes with polyhedra.
Will and Pennington (BIBSA 1971) illuminate a scene with striped

lighting and infer planar face orientation from properties of

the 2-D spatial fourier transform. All of these methods represent
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a retreat from the tradition of analyzing natural scenes under
F natural lighting. In part, this retreat is an admission of the

failure of attempts to correctly analyze any but the moat arti-

ficial of scenes. Successful scene analysis, as modest as it is,

is achieved only at great computational expense. Evidence for
the latter is expressed by Smith and Coles (BIBGEN 1973) who report

that analyzing a single complete scene requires ten minutes of

central processor time on a large, high-powered computer at
Stanford University. This is hopelessly slow for a practical

robot to skillfully navigate a fork-lift loader, ltt alone drive
a car. In the next chapter possible ways of overcoming this

frustrating limitation will be examined.'

A
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CHAPTER 3. OVERVIEW

The performance of artificial visual systems is far below even

that of rather primitive natural visual systems. Though machine

recognition of objects could be improved by combining several of

the methods discussed previously, the result would be a cumber--

some system requiring large amounts of computer time and memory

space. The expense and physical size of such a system could cf

course be significantly reduced by the currently decreasing cost

and size of computer components. However, speed cannot be signi-

ficantly improved using conventional methods; without a thousand-

fold speedup, mobile robots which interact with reasonable

environments are impossible. This is precisely the kind of

impasse which haunts many other areas ir AI; methods successful

in toy worlds do not generalize effectively to real ones withcut

drastic reduction in performance. The combinatoric explosion

which occurs when complexity increases in generalizing tc real

world situations is often combatted by embodying semantics of

the real irld in heuristics. The way in which such semantics

are represented is crucial and there are no general rules e:z

choosing either the semantics or their best representation. This

situation applies to the linguistic approach to scene analyvis

as well. There, objects, structures, and functional agcrega!es

of objects correspond to nodes in a graph whose links ccorespcnd

to relations between these objects. As the number of :n.o,les

increases in je- alizing to more complex situations, the nu.T.er

of pc- -L `. - increases exponentially. The problem cf

deciding which links are relevant becomes increasingly difficuit

and, in dynamic situations, relevance may change in noncbvious

ways. Minsky's c"-'rept of frames represents an attempt to

isolate subparts .he real world and thereby reduce linkage

complexity.

The problems discussed above are general to AI and it appears,

regrettably, that many artificially intelligent systems cannot

be significantly generalized from their toy worlds. Chandrasekaran

and Reeker (BIBGEN 1972) and Dreyfus (BIBGEN 1972) discuss
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some apparent limitations in AI research. However, in scene
analysis it appears that breakthroughs can be realized by proper
exploitation of geometric semantics. Since the phenomena of
projective transformations are completely expressible mathemati-
cally, their semantics are much more tractable than those of
other Al areas. Any mathematical system, however, can be
expressed in a large number of different ways equivalent formally
but enormously different in terms of the complexity of carrying
out certain kinds of computations. Roberts, Mackworth, Horn and
Hannah explicitly used projective semantics but in completely
different representations, and for different purposes. Is there
a better, more universal representation? Biclogical examples

may help answer that question. Examination of biological
processes has not been profitable in most areas of AI because
very little is known about neurophysiological correlates of
conceptual phenomera, e.g. words, thoughts or logic. In vision
however, much is known about the neurophysiolocy and its low
level computational capabilities. Computational geometry is a

tezm used by Minsky and Papert (BIBSA 1969) to describe the
logical mechanisms which are used to deduce geometric properties
in quantized spaces. They discussed computations for topological
geometry. The computational geometry of some affine transforma-
tions is discussed in Weiman and Rothstein (BIBTR 1972). Lateral
inhibition is a good example of biologically observed geometric
computation. This is the inhibition of activity of neighboring
nerve cells by an active cell in a network. It is a phenomenon
common to many sensory nerve networks; in vision it provides a
mechanism for smoothing and taking spatial derivatives just like
the finite differencing operators mentioned in the discussion of
contrast features. Marr and Pettigrew (BIBTR 1973) and Marr
(BIBTR 1974) have examined more subtJe geometric computation
capabilities of neurophysiological structures in the visual
system.

Some of the problems of inferring 3-D scenes from 2-D pictures
involve the solution of partial differ,.ntial equations (PDE's)
relating geometric quantities. In Horn's approach the differential
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quantities were components of tangents to surfaces and grad&tions

in image intensity. Though Hannah's method does not use PDE's

explicitly, the binocular disparities used as a basis for region

analysis are angle differentials which are relatei to depth

differentials. In fact, the relations between those quantities
have been expressed in terms of differential geometry by Luneburg
(BIBGEN 1947) to yield some rather romarkable and counter-intuitive
conclusions about our binocular perception of visual space.

A closely related topic that is virtually unexplored but probably
fruitful is projective differential geometry (Wilczynski BIBGEN

1905). A computational advantage of representing pictures in
discrete space (for example a retina or a digitized picture) is
that derivatives of various orders correspond to finite differences
and the operations of calculus are easily approximat.;:d by simple
arithmetic operations as we saw in the discussion of contrast

detectors. This fact is exploited in numerical analysis using
grids for the numerical solution of PDE's where the analytic

solution is not known or intractable. These numerical solutions
are usually solved sequentially, one cell at a time. In the
biological case, many nerve cells are active simultaneously.
This kind of parallel processing gives biological organisms the

capability of reacting much faster than artificial visual
systems despite the fact that biological components are much

slower. Parallel computation cannot cnly increase speed but
often completely changes the expression of algorithms (Traub,
BIBGEN 1973). In many cases, complex sequential algcrithms
can be eX:pressed in terms of a large number of simple, cooperat-
ing, simultaneously active (parallel) algorithms. This is

particularly relevant to the solution of PDE's; algebraically
complicated global functions are often the solutions of simple
differential (local) equations. Recently formal models of
biological developmental processes have been generalized and

studied in the theory of formal languages. Called L-systems
after the biologist Lindenmayer who originated them, these
systems are important to the theory of parallel computation
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as well as biological models (Herman and Rozenberg BIBGEN 1975).

Horn (BIBPIC 1974) has recently incorporated parallel, discrete

algorithms in a system for inferring illumination of surfaces

from image intensities. Since image intensity is a function of

surface orientation and illumination, this problem is closely

related to his Ph.D. thesis topic discussed earlier. Remarkably,

his approach explains perceptual phenomena previously poorly

modelled and points to actual neurophysiological components of

the mammalian retina which could be carrying out the parallel
algorithms.

The parallel, numerical, PDE approaches just discussed in a

sense deal with what could be called lower level data in vision.

That is, they show how 3-D depth contours can be inferred but do

not deal directly with the higher concepts of shape recognition,

isolation of distinct bodies, and determination of relations

between objects. Global abstractions are considered in gestalt

psychology as being the result of associating parts on the basis

of something they have in common (Haber aind Hershenson, BIBGEN

1973). This includes grouping parts that are geometrically close

to each other and grouping together parts that are similar to

each other. Lester (BIBTR 1974 and 1975) has quantified the

concepts of proximity and similarity in programs which group

together very general kinds of genetric objects. Though he only

considered 2-D pictures, application of this kind of idea to

inferred 3-D structures could be useful. Hannah's approac-h

implicitly joins regions on the basis of lateral and depth

proximity while other region growing methods use a combination of

similarity and proximity. If one generalizes "common fate" gestalt

grouping concepts to include "common transformation" the role

of motion in vision becomes very important. This is an area

which has Ien virtually ignored in artificial vision which

usually concentrates on analyzing form in static pictures and

regards motion as an interpolation between two static pictures.

This ignores completely the fact that motion detectors are

present in large numbers in all mammallian visual nervous

systems and that when images are stabilized on the human retina,
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vision ceases. The roles usually ascribed to motion detectors

are providing feedback for eye movements and attracting the eye
to parts of a scene which may move. Though there is certainly
great adaptive value in these roles, motion detectors could also
play a fundamental part in the perception of geometric form and
inferring 3-D shape. Platt (BIBGEN 1960) has shown how null

responses from motion detectors when a pattern is moved on a
retina can be used to recognize straight lines and circles as a
result of self-congruence properties of such figures under certain

transformations. These particular figures are of central impor-
tance in projective geometry. Generalizing this motion to three
dimensions, Johannsen (BIBGEN 1975) presents strong experimental

evidence that human assumption of 3-D self-congruence of objects
in a scene plays a powerful role in interpreting motion visible
only on a 2-D display. This characteristic is exploited in the
kinetic depth effect in computer graphics. When a 2-D image is
transformed as it would be if the rigid 3-D object it represents
were rotated in space, the image immediately "looks" 3-D.
(Newman and Sproull BIBGEN 1973). Human perception of moving
objects does not appear to be a succession of static frames; in
real life stagecoach wheels do not appear to rotate backwards

due to frame strobing as in motion pi:tures.
In summary, pt~rceiving motion directly could provide a method

for separating the effects of projective transformations and 3-D

motions. Once these have been isolated, scene organization can
be based on "common 3-D motion" as a gestalt grouping mechanism.
For example, a still picture of a flock of brown birds flying
together between the branches of a large brown tree would be very

difficult to analyze purely by the methods of either region analy-
sis, edge analysis or binocular disparity analysis. There are
too many significant small regions and sharp edges to analyze,

1 and many weak edges separatc tree branches from birds. A motion
detecting method, however, would group together all edges sharing
the same speed and direction. This idea is very much in keeping
with Gibson's (BIBGEN 1966) who proposes that sensory systems
measure invariance of certain stimulus properties under transfor-
mations rather than properties in isolation. Mechanisms for
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detecting much invariances could be incorporated in integral

geometry schemes. These are generalizations of the Buf fon needle

problem from statistics and probability and have the advantage
that geometric properties can be measured to any desired accuracy

independent of coordinate systems using statistical inference

(Novikoff BIBGEN 1962). A pool of edge detectors would be an

ideal candidate for embodying such mechanisms. Combining
the ideas of this paragraph with the discussion of PDE's in
analyzing static scenes, motion is the derivative of position.]

Contrast feature detectors linked by delays can be used as motion

detectors. Relative motion of eye and image reduce motion detec-I
tion and edge detection to the same kind of computation. Now, the

systems of PDE's for static picture analysis are augmented by

equations in which derivatives with respect to time are involved.
This added constraint and the integral relation between motion

and distance ought to be explored for possible embodiment in

artificial visual systems.

The fact that the new approaches suggested in the preceding

paragraphs do not strongly resemble traditional approaches is not

meant to discredit the latter. All of them have elements which

are important stepping stones incorporated into the new sugges-

tions. Linguistic, traditionally AI methods have not been

L greatly discussed because I feel there are many geometric

semantic problems which can be solved to put us far ahead of

where we are now; at that time the conceptual, semantic structures

such as Minsky's and Winston's will be even more important than

they are now. Vision and intelligence can be treated separately,

though intelligent vision is more powerful than vision alone.

For example, the lowly housefly has excellent vision which is

used to navigate at high speed, avoiding collision in environ-

ments containing far more complex objects and lighting extremes

than those current robot vision systems maneuver through. It is

doubtful that high level concepts and abstractions are involved.

It appears quite feasible to build a system with similar capabili-

ties. If in addition we incoxporate knowledge of real world objects

and relations into such a system, so much the better, but the
latter is not necessary for excellent machine vision.
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CHAPTER 4. DESCRIPTION OF BIBLIOGRAPHY

The bibliography is divided into four parts whose names are

also the names of indirect access permanent files on the CDC 6600

at the Courant Institute. The first three letters of the names
of these files are always BIB; remaining letters are acronyms for
the type of contents of each file. The format of these files is

such that copies onto Hollerith cards yield symbols compatible

with most computer systems, permitting portability. Each biblio-
graphic reference is formatted for easy visual perusal and

elementary information retrieval or updating using string

processing languages or standard text editors. To simplify these

tasks, all references are in a standard form that encompasses the

wide diversity of publication types which range from disserta-
tions to textbooks. in this standard form, each reference
occupies three lines. The first three or four columns of each

line are reserved for keys, handy links for infoialation retrieval
or quick visual reference. The first line of each entry contains

the author's name(s), last name first followed by initials followed

by the date of publication in parentheses (see BIEGIDE file which

follows this section for other format details). References in the

text are given by author(s) followed by the file name and date.

The division of the bibliography into four files is based on

document accessibility and topic. The file BIBSA contains refer-

ences closely related to scene analysis (hence SA in its acronym)
and publically available in journals (key JP) books and conference

proceedings. The key JP stands for journal paper, in which case

the third line (key S for source) gives the name of the journal,

volume number, and pages in that order. The journals Artificial

intelligence- (American Elsevier, New York or North-Holland,

Amsterdam) and Computer Graphics and Image Processing (Academic

Press) contain the bulk of scene analysis literature in this form.

Another important source are in the set of Proceedings of the

International Joint Conferences on Artificial Intelligence refer-

red to as PIJCAI in the bibliography and described at the bottom

of the file BIBSA. Also important is the Machine Intelligence
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series, proceedings of international workshops in AI held in

Edinburgh, Scotland. information about this collection is also
listed at the bottom of the file; references to it in the biblio-

graphy are abbreviated as MI in the third or source line. Often
papers in both these collections are reworked and published in

the journal Artificial Intelligence as can be deduced by looking
at authors and titles; this redundancy is useful if one of the
sources is unavailable. Finally, these collections also contain-
descriptions of robots which incorporate scene analysis and

other methods in problem solving systems.
Two books (key BK in the second line of a reference) should be

singled out for special attention in BIBSA. The first, a textbook

by Duda and Hart (BIBSA 1973) gives comprehensive coverage of
the areas in its title, excellent overviews, and good biblio-
graphies. The second is Winston (BIBSA 1975) which could be

subtitled "Scene Analysis at MIT." The coverage is not compre-
hensive over the field of scene analysis but contains versions
of Minsky's paper on the concept of Frames, and Horn's and Waltz's

dissertations; previously these were only available as technical
reports.

The file BIBPIC contains a small selection of references in
picture processing methods which were precursors of or are
connected with scene analysis. Most important are the surveys

by Rosenfeld which lead to further references in picture proces-
sing in a comprehensive and clearly presented way.

BIBGEN contains general references in mathematics, biology,

and AI related to the discussion in Chapters 1 and 3 primarily.

The Handbook of Sensory Physiology, Volume VII (the first entry

in BIBGEN) is the most complete source cn the neurophysiology

of vision and can lead the reader to further references in that
area. Most of the titles of other references in BIBGEN are self-

explanatory.

BIBTR lists technical reports, dissertations and memos (keys
TR, DI and ME, respectively, on the title line) and similar

documents related to scene analysis but not easily accessible.
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The source line (key S) lists the institution, department, degree

if dissertation, and report number if any, in that order. Most

of the work listed in BIBTR was carried out at the Al labs at MIT

or Stanford University, California. These two institutions have

strong professional interconnections and in the past have

received considerable federal funding for Al research. Hence
dissertations usually become technical reports, the most accessi-

ble type of document in BIBTR. Even if the technical reports

are unavailable, the dissertation titles give the reader an idea

of the major research interests of their authors; seeing the

names later in journal articles can lead to a good guess about

the topic of an article. In addition, revised versions of
papers listed in BIBTR often find their way into those listed

in BIBSA; thus, to find a more publically accessible form of

a paper one need only match authors and seek similar titles in

BIBSA.

The least accessible documents in BIBTR are memos, papers

intended only for internal circulation within the source insti-

tution. Those of the artificial vision research group at MIT

are often called Vision Flashes (abbreviated VF in the bijlio-

graphy); other MIT memos in Al are often called Working Papers

(abbreviated WP in the bibliography)

For information on obtaining the bibliography files as a deck

of Hollerith cards, write to Malcolm Harrison, the principal

investigator of the sponsoring grant, at the address on the title

"page of this report. In the listing of the deck which follows

each single quotation mark (') comes out as a not-equal sign (#);

the former was removed from the printer chain at the Courant

Institute to make room for special sym~ols. The card code is a

4-8 punch which is interpreted as a single quotation mark by

most systems.
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81GIDEI GUIDE TO FILES FOR SCENE ANALYSIS SURVEY BIBLIOGRAPHY.
---------------------------------------------------------

BIBGEN - BIBLIOGRAPHY OF GENERAL TOPICS SUCH AS MATH AND

NEUROPHYSIOLOGY RELATED TO THIS SURVEY

BISPIC - BIBLIOGRAPHY OF PICTURE PROCESSING AND EDGE DETECTION

BIBSA - BIBLIOGRAPHY OF EXPLICIT SCENE ANALYSIS PAPERS AND
BOOKS# PUBLICALLY MARKETED (JOURNALS AND PUBLISHERS)

BIBTR - BIBLIOGRAPHY OF TECHNICAL REPORTS AND SIMILARLY HARD
70 GET DOCUMENTS CLOSELY RELATED TO SCENE ANALYSIS

1) IN ANY FILE EACH REFERENCE CONSISTS OF THREE LINES; THE FIRST
ONE OR TWO COLUMNS OF EACH LINE HOLD A KEY WHICH REFERS TO THE KIND
OF INFORMATION CONTAINED ON THAT LINE. THE FIRST LINE ALWAYS CONTAINS
THE AUTHORoS NAME(S), LAST NAME FIRST STARTING IN COLUMN FOUR,
FOLLOWED BY INITIALS AND THEN THE YEAR OF PUBLICATION IN PARENTHESES;
THE KEY TO THE FIRST LINE IS $A$ (FOR AUTHOR) IN COLUMN 1.

2) THE SECOND LINE IS ALWAYS THE TIrLE ENCLOSED IN SINGLE QUOTES
STARTING IN COLUMN SIX# BUT THE TwO LETTER KEY IN COLUMNS ONE AND
TWO GIVE THE TYPE OF PUBLICATION AS FOLLOWS:

BK FOR BOOKP

CF FOR CONFERENCE PROCEEDINGS (UNLE3S PUBLISHED AS A BOOK
WHICH IS PUBLICALLY MARKETED)

DI FOP A DISSERTATION OR THESIS

IN FOR A PAPER IN SOME OTHER WORK

JP FOR JOURNAL PAPER

ME FOR MEMO

TR FOR TECHNICAL REPORT

3) THE THIRD LINE GIVES THE PUBLISHING SOURCE (KEY S IN COLUMN
ONE) OF A WORK STARTING IN COLUMN SIX. EXAMPLES OF THIS ARE
THE PUBLISHER FOR A BOOK, THE NAME OF A JOURNAL# THE INSTIIUTION
FOR A TECHNICAL REPORT CR TIESIS, THE AUTHOR(EDITOR) AND TITLE FOR
A COLLECTION A PAPER APPEARS IN.

WHERE CONTINUATION LINES ARE NECESSARY, THEY APPEAR WITHOUT KEYS.
A BLANK LINE FOLLOWS EACH REFERENCE. SEE MODELS BELOW: V
JP .TITLE OF PAPER* I

A LASTNAMlI.J.p LASTNAM2,K.Lý AND LASTNAM3,M.N. (YEAR)

S JOURNAL TITLE, VOL 3, PAGES 234-345.

A LASTNAMI.J. (YEAR)
TR *TITLE OF TECHNICAL REPORT$
S INSTITUTION# DEPARTMENT, LOCATION, TECH REPORT NUMBER.
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BSBGENS GENERAL REFERENCES IN MATH, BIOLOGY, NEUROPHYSIOLOGY,
ARTIFICIAL INTELLIGENCE, PSYCHOLOGY, AND PHILOSOPHY.

A ASSORTED EDITORS (1972 AND LATER FOk VARIOUS PARTS)
BK *HANDBOOK OF SENSORY PHYSIOLOGYO, VOLUME VII, VISION
S SPRINGER-VERLAG, BERLIN ANU NEW YORK.

A BUSEMANN, A. AND KELLY, P.J. (1953)
BK OPROJECTIVE GEOMETRY AND PROJECTIVE METRlCSI
S ACADEMIC PRESS, NEW YORK.

A CHANDRASEKARAN, B. AND REEKER, L.H. (1972)
TR oARTIFICIAL INTELLIGENCE- A CASE FOR AGNGSTICISMo
S OHIO STATE UNIV. COMP AND INFO SCI OEPT, CISRC-TR-72-9.

A COXETER, H.S.M. (196')

BK OPROJECTIVE GEOMETRY$
S BLAISDELL PUB CO, NEW YORK.

A DEUTSCH, S. (1966)
JP $CONJECTURES ON MAMMALIAN NEURON NETWORKS FOR VISUAL

PATTERN RECOGNITION$
S TRANS IEEEP SSC2, DECEMBER, PAGE 81.

A DODWELLI P.C. (1970)
BK OVISUAL PATTERN RECOGNITIONO
S HOLT, RINEHART, AND WINSTONP NEw YORK.

A DREYFUS, H.L. (1972)
BK OWHAT COMPUTERS CANPT DO - A CRITIQUE OF ARTIFICIAL REASON$
S HARPER AND ROW, NEW YORK.

A FIRSCHEIN* 0., FISCHLER, M.A., COLES, L.S. AND TENENBAUMP J.M. (1973)
IN OFORECASTING AND ASSESSING THE IMPACT OF Al ON SUCIETYO
S PIJCAI 3, STANFORD, PAGES 105-IZO.

A GIBSON, J.J. (1966)
BK OTHE SENSES CONSIDERED AS PERCEPTUAL SYSTEMS'
S HOUGHTON-MIFFLIN, BOSTON.

A HABER, R.N. AND HERSHENSON, M. (1973)
BK OTHE PSYCHOLOGY OF VISUAL PERCEPTIONO
S HOLT. RINEHART, AND WINSTON, NEW YORK.

A HERMAN, G.T. AND ROZENBERGP G. (1975)
BK ODEVELOPMENTAL SYSTEMS AND LANGUAGESP
S NORTH-HOLLANOD AMSTERDAM.
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F A HEWITT, C. (1971)
IN oPROCEDURAL EMBEDDING OF KNOWLEDGE IN PLANNER$
S PIJCAl 2, LONDON, PAGES 167-184

A JOHANNSON, G. (19?5)
JP $VISUAL MOTION AND PERCEPTION$
S SCIENTIFIC .MERICANP VOL 232, JUNE, PAGES 76-88.

A JULESZ, R. (1971) I
BK oFOUNDATIONS OF CYCLOPEAN PERCEPTIONs
S UNIVERSITY OF CHICAGO PRESS, CHICAGO, ILL..

A LUNEBURG# R.K. (1947)
UK $MATHEMATICAL ANALYSIS OF BINOCULAR VISION*
S DARTMOUTH EYE INSITIlUTE, HANOVER, NEw HAMPSHIRE.

A MCCARTHY, J. AND HAYES, P.J. (196q)
IN OSOME PHILOSOPHICAL PROBLEMS FKOM THE STANDPOINT OF AI€
S MI 4, PAGES 463-50Z.

A MCCULLOCHP W.S. (1945)
JP $A HETERARCHY OF VALUES DETERMINED BY THE TOPOLOGY OF NERVOUS NETSO
S BULLETIN OF MATHEMATICAL BIOPHYSICS, VOL 7, PAGES 89-S3.

A MCCULLOCH, W.S. 11965)
OK AEMBOOIMENT$ OF MIND$
S MIT PRESS, CAMBRlDGEMASS,

A MINSKY, M. AND PAPERT, S. (1967) 4
BK OPROJECT MAC PROGRESS REPORT IV$S MIT PRESS, CAMBRIDGEY MASS.

A NEWrMAN, W.M, AND 5PROULL, R.F. (1973)
BK OPRINCIPLES OF INTERACTIVE COMPUTER GRAPHICSO
S MCGRAW-HILL, NEW YCRK.

A NILSSONPN.J. (1971)
BK $PROBLEM SOLVING METHODS IN AIO
S MCGRAW-HILL, NEW YORK.

A NOVIKOFFP A. (1962)
•N *INTEGRAL GEOMETRY AS A TOOL IN PATTERN PERCEPTION*
S VON FOERSTER AND ZOPF (EDS)v OPRINCIPLES OF SELF-ORGANIZATIONS

PERGAMON PRESS, MACMILLAN, NEW YORK, PAGES 347-368.

A PLATT# J.R. (1960)
JP OHOW WE SEE STRAIGHT LINES$
S SCIENTIFIC AMERICAN, VOL 202, JUNE, PAGES 121-129.

A RATTLIFF, F. (1965)

BK $MACH BANDS% QUANTITATIVE STUDIES ON NEURAL NETWORKS IN THE RETINAS
S HOLDEN-DAY, SAN FRANCISCO.
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A REISSs R.F. ;EDITOR) (1964)
BK ONEURAL THEORY AND MODELLINGO
S STANFORD UNIV PRESSP STANFORDP CALIF.

A ROTHSTEINP J. (1956)
BK OINFORMATIONP LOGIC AND PHYSICS.
S PHILOSOPHY OF SCIENCE# VOL 23p PAGES 31-35.

A SMITH# M.H. AND COLESP L.S. (1973)
IN ODESIGN OF A LOW COST, GENERAL PURPOSE RO8OTO
S PIJCAI 3p STANFORDs PAGES 324-335a

A SPRINGER# C.E. (1964)
BK OGEOMETRY AND ANALYSIS OF PROJECTIVE SPACES.
S We H. FREEMANP SAN FRANCISCO.

A TRAUB, J.F. (1973)
BK OCOMPLEXITY OF SEQUENTIAL AND PARALLEL NUMERICAL ALGORITHMS.
S ACADEMIC PRESS, NEW YORK.

A TURING, AaM. (1947)
IN OINTELLIGENT MACHINERY$
S MI 5p 1970p PAGES 3-23.

A VON SENDENP M. (1960)
BK OSPACE AND SIGHT.
S THE FREE PRESSP GLENCOEP ILLINOIS.

A WILCZYNSKIP E.J. (1905)
BK OPROJECTIVE DIFFERENTIAL GEOMETRY OF CURVES AND RULED SURFACES*
S CHELSEA, NEW YORK, (1961 REPRINT OF 1905 TEUBNER PUBLICATION).

A WINOGRADP T. (1972)
BK OUNDERSTANDING NATURAL LANGUAGE$
S ACADEMIC PRESS, NEW YORK.
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SISPICI BIBLIOGRAPHY OF PAPERS, BOOKS, AND CONFERENCES ON
PICTURE PROCESSING. PATTERN RECOGNITION AND EDGE DETECTION.

A DAVIS, L. S. (1975)
JP OA SURVEY OF EDGE DETECTION TECHNIQUESO
S COMPUTER GRAPHICS AND IMAGE PROCESSINGs VOL 4, PAGES 248-270.

A DUDA, R.O. AND HARTP.E.o(1972)
JP OUSE OF THE HOUGH TRANSFORM TO DETECT LINES AND CURVES IN

PICTURESo
S CACM, VOL 15v PAGES 11-15.

A FREEMAN# He (1974)
JP OCOMPUTER PROCESSING OF LINE DRAWING IMAGES*
S ACM COMPUTING SURVEYS, VOL be PAGES 57-97.

A GERARDIN, L.A. AND FLAMENTP J. (1969)
IN #GEOMETRICAL PATTERN FEATURE EXTRACTION 8Y PROJECTION ON

HAAR ORTHONORMAL BASIS7
S PIJCAI 1, WASH DC, PAGES 65-78.

A GRASSELLI, A. (ED) (1969)
BK #AUTOMATIC INTERPRETATION AND CLASSIFICATION OF IMAGES$
S ACADEMIC PRESS, NEW YORK.

A GRIFFITH# A. K. (1971)
IN OMATHEMATICAL MODELS FOR AUTOMATIC LINE OETECTIONO
S PIJCAI 2p LONDONP PAGES 17-26.

A GRIFFITH# A. K. (1973)
JP OMATHEMATICAL MODELS FOR AUTOMATIC LINE DETECTION$
S JACM, VOL 20, PAGES 62-80.

A HORN, B.K.P. (1974)
JP ODETERMINING LIGHTNESS FROM AN IMAGEO
S COMPUTER GRAPHICS AND IMAGE PROCESSING, VOL 3, PAGES 277-299.

A HUECKEL, M.H. (1971)
JP *AN OPERATOR WK;ICH LOCATES EDGES IN DIGITIZED PICTURESO
S JACM, VOL 18, PAGES 113-125.

A HUECKELI M.H. (1973)
JP OA LOCAL VISUAL OPERATOR WHICH RECOGNIZES EDGES AND LINESO
S JACM, VOL 20, PAGES 634-647.
A KANEFF, S. (ED) (1970)
BK OPICTURE LANGUAGE MACHINESO

S ACADEMIC PRESS, NEW YORK.

A LEVINE, M.D., OOHANDLEY, D.A. AND YAGIP G.M. (1973)
JP OCOMPUTER DETERMINATION OF DEPTH MAPS$S COMPUTER GRAPHICS AND IMAGE PROCESSING, VOL 2p PAGES 131-150.
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A LIPKIN# &.$S AND ROSENFELD, A. IEDS) (1970)
BK OPICTURE PROCESSING AND PSYCHOPICTORICS0
S ACADEMIC PRESS, NEW YORK.

A OGORMAN F. AND CLOWESP M.B. (1973)
IN OFINDING EDGES THROUGH COLLINEARITY OF FEATURE POINTSO
S PIJCAI 3, STANFORD, PAGES 543-555.

A MILLER, W. AND SHAWP A. (1968)
IN OLINGUISTIC METHODS IN PICTURE PROCESSING - A SURVEYs
S AFIPS PROC FALL JOINT COMP CONFP VOL 33v PAGE 279.

A PINGLE, K.K. AND TENENBAUM, J.M. (1971)
IN OAN ACCOMODATING EDGE FOLLOWERo
S PIJCAI 2p LONDON# PAGES 1-7.

A GUAM# L.H. (1971)
DI OCOMPUTER COMPARISON OF PICTURES$
S STANFORD UNIV. COMPUTER SCI DEPT, PH 0O AIM-144.

A RAMER, U.E. (1975)
JP OEXTRACTION OF LINE STRUCTURES FROM PHOTOGRAPHS OF CURVED OBjECTSO
S COMPUTER GRAPHICS AND IMAGE PROCESSINGVOL 4s PAGES 81-103.

A REED, SsK. (1973)
BK OPSYCHOLOGICAL PROCESSES IN PATTERN RECJGNITIGNO
S ACADEMIC PRESS, NEW YORK.

A ROSENFELD, A. (1969)
BK OPICTURE PROCESSING BY COMPUTER*
S ACADEMIC PRESSo NEW YORK.

A ROSENFELD, A. (1969)
JP OPICTURE PROCESSING BY COMPUTER$
S ACM COMPUTING SURVEYS# VOL 1 PAGES 147-176.

A ROSENFELD, A. (1972)
JP P ICTURE PROCESSING$ 19720
S COMPUTER GRAPHICS AND IMAGE PROCESSING, VOL 1, PAGES 394-416.

A ROSENFELD# A. (1973)
JP OPROGRESS IN PICTURE PROCESSING: 1969-1971o
q ACM COMPUTING SURVEYS# VOL 5p PAGES 81-108.

A ROSENFELDo A. (1974)
JP oPICTURE PROCESSING, 1973s
S COMPUTER GRAPHICS AND IMAGE PROCESSING, VOL 3, PAGES 176-194.

A ROSENFELD# A. (197J)
JP OPICTURE PROCESSING: 19740
S COMPUTER GRAPHICS AND IMAGE PROCESSING, VOL 4, PAGES 133-155.
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A ROTHSTEIN# J. AND WEIMANP C.F,.e (1976)
JP OPARALLEL AND SEQUENTIAL SPECIFICATION OF A CONTEXT SENSITIVE

LANGUAGE FOR STRAIGHT LINES ON GRIDSO
S COMPUTER GRAPHICS AND IMAGE PROCESSING (TO APPEAR).

A SMITH# MeW. AND DAVISP W.A. (1975)
JP OA NEW ALGORITHM FOR EDGE DETECTION*
S COMPUTER GRAPHICS AND IMAGE PROCESSING# VOL 4, PAGES 55-62.

A STAMOPOULOS* C.D. (1975)
JP OPARALLEL IMAGE PROCESSINGo
S IEEE TCs VGL C-24 PAGES 424-433.

A TOU, J.T. AND GONZALEZ# R.C. (1974)
BK OPATTERN RECOGNITION PRINCIPLESO
S ADDISON-WESLEY, NEW YORK.

A TOUSSAINTP G.T. (1975)
JP OSUBJECTIVE CLUSTERING AND BIBLIOGRAPHY OF BOOKS ON

PATTERN RECOGNITION$
S INFORMATION SCIENCES, VOL do PAGES 251-257.

A UHR, L. (1973)
BK OPATTERN RECOGNITIONP LEARNING, AND THOUGHTO
S PRENTICE-HALLP NEW YORK.

A YOUNG, Jo F. (1973)
BK OROBOTICSO
S BUTTERWORTHSP LONDOCN
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BIBSAi BIBLIOGRAPHY OF BOOKS, fURNAL ARTICLES AND SIMILAF
PUBLICALLY MARKETED PUBLICATIONS CONTAINING EXPLICIT
SCENE ANALYSIS MATERIAL.

A AGIN, G.J. AND BINFORD, T.O. (1973)
IN OCOMPUTER DESCRIPTION OF CURVED OBjECTSO
S PIJCAI 3, STANFORD, PAGES 629-640,

A BARROW, C.R. AND POPPLESTONEP R.J. (1971)
IN ORELATIONAL DESCRIPTIONS IN PICTURE PROCESSINGO
S MI 6, PAGES.377-396.

A BRICEP C. Re AND FENEMAP C. L. t1970)
JP OSCENE ANALYSIS USING REGIONS*
S ARTIFICIAL INTELLIGENCE, VOL 1 PAGES 205-226,

A CLOWESm.B., (1971)
JP 'ON SEEING THINGSO
S ARTIFICIAL INTELLIGENCE, VOL 2, PAGES 79-116.

A DUDA, R.O. AND HART, P.E. (1973)
BK OPATTERN CLASSIFICATION AND SCENE ANALYSISO
S WIlEY, NEW YORK.

A FAHLMANP SoE.T(1974)
JP OA PLANNING SYSTEM FOR RGP" CONSTRUCTION TASKSO
S ARTIFICIAL INTELLIGENCE, Vt.. 5v PAGES 1-49.

A FALK, G. (1971)
IN OSCENE ANALYSIS BASED ON IMPERFECT EDGE DATA$

L S PIJCAI 2, LONDON, PAGES b-16.

A FALKP Go (1972)
JP OINTERPRETATION OF IMPERFECT LINE DATA AS A

THREE DIMENSIONAL SCENEO
S ARTIFICIAL INTELLIGENCE, VOL 3, PAGES 101-144.

A FELDMAN, J.A., FELDMANP G.M., FALKP G., GRAPE, G., PEARLMAN* JoI

SOBEL, I., AND TENENBAU14, J. Mo (1973)
IN OTHE STANFORD HAND-EYE PROJECT#
S PIJCAI 1, WASH DCP PAGES 521-526.

A FELDMAN, J.A. AND YAKIMOVýKY, Y. (1974)
JP $DECISION THEORY AND ARTIFICIAL INTELLIGENCE: I. A SEMANTICS-BASED

REGION ANALYSERO
S ARTIFICIAL INTELLIGENCE, VOL 5, PAGES 349-371.

A GUZMAN, A. (1968)
IN ODECOMPOSITION OF A VISUAL SCENE INTO THREE DIMENSIONAL BODIES$
S PROC OF THE FJCCv VOL 33, PAGES 291-304.
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A HUFFMAN# D.Ao (1971) I
IN OIMPOSSIBLE OBJECTS AS NONSENSE SENTENCES*S MI 6p PAGES 295-323.

A MACKWORTHP AK. (1973)
JP OINTERPRETING PICTURES OF POLYHEDRAL SCENESO
S ARTIFICIAL INTELLIGENCEP VOL 49 PAGES 121-137.

A MACKWORTHt AeK. (1973)
IN $INTERPRETING PICTURES OF POLYHEDRAL SCENES*
S PIJCAI 3p STANFORD# PAGES 556--563.

A MINSKY* Me AND PAPERT, S. (1969)
BK OPERCEPTRONSP AN INTRODUCTION TO COMPUTATIONAL GEOmETRV0
S MIT PRESS, CAMBRIDGE# MASS.

A NEVATIAP R. AND BINFORD, T. (1973)
IN oSTRUCTURED DESCRIPTIONS OF COMPLEX OBJECTSo
S PIJCAI 3p STANFORD, PAGES 641-647.

A NILSSONP N.J. (1969)
IN *A MOBILE AUTOMATON: AN APPLICATION OF Al TECHNIQUESo
S PIJCAI 1, WASH DC, PAGES 509-520.

A ROBERTS# L.G. (1965)
IN OMACHINE PERCEPTION OF THREE-DIMENSIONAL OBJECTSO
S TIPPET, J.T. ET AL (EUS) OOPTICAL AND ELECTRO-OPTICAL INFORMATION

PROCESSINGOP MIT PRESS, PAGES 159-197.

A SHIRAI# Y. (1973)
JP *A CONTEXT-SENSITIVE LINE FINDER FOR RECOGNITION OF POLYHEDRA*
S ARTIFICIAL INTELLIGENCEP VOL 4, PAGES 95-120.

A SHIRAI, Y. AND SABUROP T. (1971)
IN OEXTRACTION OF THE LINE DRAWINGS OF 3-D OBJECTS BY SEQUENTIAL

ILLUMINATION$
S PIJCAI 2, LONDON, PAGES 71-87.

A SHIRAIP Y. AND SUWA, 11. (1971)
IN $RECOGNITION OF POLYHEDRONS WITH A RANGE FINOER$
S PIJCAI 2s LONDONP PAGES 80-87.

4 SOBELP I. (1973)
IN OON CALIBRATING COMPUTER CONTROLLED CAMERAS FOR PERCEIVING

3-0 SCENES*
S PIJCAI 3p STANFORD, PAGES 648-652.

A SU8EI., I. (1974)
JP $ON CALIBRATING COMPUTER CONTROLLED CAMERAS FOR PERCEIVING 3-D

SSCENESO
S ARTIFICIAL INTELLIGENCE, VOL 5p PAGES 185-198.

A TOMITA, F. AND MASAHIKO, Y. (-1973)
IN ODETECTION OF HOMOGENEOUS REGIONS BY STRUCTURAL ANALYSISO
S PIJCAI 3p STANFORD, PAGES 564-571.
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'A WILL, P.M. AND PENNINGTON# K.S, (1971)
JP OGRID COOING: A PREPROCESSING TECHNIQUE FOR ROBOT AND MACHINE

VISIONO
S ARTIFICIAL INTELLIGENCEs VOL 2o PAGES 319-324,

A WILLs P.M. AND PENNINGTON, K*.S. (1971)
:N OGRID CODING: A PREPROCESSING TECHNIQUE FOR ROBOT AND MACHINE

VISIONO
S PIJCAI 2p LONDON, PAGES 66-70.

A WINSTONs P. H. (1972)
IN OTHE .l.T. 'ROBOTO
S HI To PAGES 431-465%

A WINSTON, P. (1975)
BK OTHE PSYCHOLOGY OF COMPUTER VISION$
S MCGRAW-HILL, NEW YORK.

A YAKIMOVSKY, Y. AND FELDMAN, J.A. (1973)
IN OA SEMANTICS-BASED DECISION THEORY REGION ANALYSERO
S PIJCAI 3, STANFORDs PAGES 580-588.

A INTERNATIONAL JOINT CGNFERENCE ON ARTIFICIAL INTELLIGENCE
CF PROCEEDINGS OF FIRST (PIJCAI 1)s WASHINGTON DC. (1969)

PROCEEDINGS OF SECOND (PIJCAI 2)v LONDON (1971)
PROCEEUINGS OF THIRD (PIJCAI 3), STANFOkO, CALIF. (1973)

S THESE CONSIST OF THREE SEPARATE VOLUMES; FOR THE 3RD
AND INFORMATION ON THE OTHERS WRITE TO

STANFORD RESEARCH INSTITUTE, PUBLICATIONS DEPARTMENT
333 RAVENSWOOD AVENUE
MENLO PARK, CALIFORNIA 94025

THE UNIVERSITY OF EDINBURGH, GREAT BRITAIN, HELD ANNUAL Al WORKSHOPS.
PROCEEDINGS WERE PUBLISHED UNDER THE TITLE $MACHINE INTELLIGENCEOP
VOLUMES 1 THROUGH 7 BY AMERICAN-ELSEVIER, NEW YORK. THE EDITORSP
VOLUME NUMBERS# AND DATES OF PUBLICATION ARE GIVEN BELOW:

COLLINS AND MITCHIE MI i (C167)
DALE AND MITCHIE MI 2 (1968)
MITCHIE MI 3 (1969)
MELTZERMITCHIEPSWANN MI 4 (1969)
MELTZER AND 8ITCHIE MI 5 (1970)
MELTZER AND MITCHIE MI 6 (1971)
MELTZER AND MITCHIE MI 7 (1972)
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BIBTRi TECHNICAL REPORTS AND SIMILAR DOCUMENTS NOT EASILY
ACCESSIBLE OR WORSE*

A AGING*, (1972)
DI OREPRESENTATION AND DESCRIPTION OF CURVED OBJECTSO
S STANFORD UNIVPAI PROJE'CT, PH Do AIM-1T3.

A BAUMGARTPB. (1975)
DI OCOMPUTER GRAPHICS AND VISUAL PERCEPTIONO
S STANFORD UNIV#COMP SCI DEPT* PH D.

A BOBERGoR. (1972)
DI OGENERATING LINE DRAWINGS FROM AbSTRACT SCENE OESCRIPTIONSO
S MIT# EE DEPT* MASTERS.

A FALKP Go (1970)
DI OMACHINE ANALYSIS OF MULlI-dODY SCENESO
TR OCOMPUTER INTERPRETATION OF IMPERFECT LINE DATA AS
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APPENDIX IV. 2

TWO ALGORITHMS FOR CONSTRUCTING A
.DELAUNAY TRIANGULATION

This appendix presents a comprehensive description of methods used to create a type
i of Voronol te ssellation known as Delaunay triangulation. This presentation unifies

material from a variety of sources. The algorithms which are presented here provide
for efficiency in representing, storing, and displaying ground Eurface coloration and
texture.
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INTRODUCTION

In this paper we consider the problem of triangulating

a set of points in the plane. Let V be a set of Nw3 distinct

points in the Euclidean plane. We assume that these points are

not all colinear. Let E be the set of ()straight line segments

(edges) between vertices in V. Two edges e1 ,e 2EE, e #e2 , will

be said to properly intersect if they intersect at a point

other than their endpoints. A triangulation of V is a planar IV

straight-line graph G(V,E') for which E' is a maximal subset

of E such that no two edges of E' properly intersect [16].

There is no conceptual difficulty involved in constructing

a triangulation. Any set of points can be triangulated if

edges are added with the proviso that no new edge intersects 4
an existing edge. We will investigate a particular triangulation

cailed the Delaunay triangulation [3]. It has the property that

the circumcircle of any triangle in the triangulation contains

no point of V in its interior.

This paper is the result of a recent study whose objective

was to develop an efficient algorithm for fitting triangular

faceted surfaces to digital terrain data. A piecewise planar

surface is used as a terrain model by all visual flight simulators.

It was concluded that the Delaunay triangulation is an excellant

choice for this application, based on the initial objectives of

minimizing computation time and producing a good visual display.

ill IV.2-8
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I

In the next section, we will formally define the Delaunay

triangulation and review its properties. Then in Section 3, we

will provide two algorithms for its construction. Section 4

will cover some applications of the triangulation.

L2. DEFINITION AND PROPERTIES OF THE DELAUNAY TRIANGULATION

Suppose that we are given a set V-(vl,...,vN},N. 3 ,

of points in the Euclidean plane. Assume that these points are

not all colinear, and that no four points are co-circular. Let

d(viv.) denote the Euclidean distance between points vi and v..

The bisector B(vi,v.) of vertices vi and vj is the locus of

points equidistant from them; i.e. B(vi.vj)=fxeE 2ld(x,vi)=d(x,v.)}.

The half-plane H(vi,vj) is the locus of points closer to vi than

to any vj, j#i; H(vi,v )=•x•E21d(x,vi )d(x,vj j~i}. The

polygonal region VD(v.)j 1.H(v,\V.) is the locus of points closer
Ij1 J I '

to vertex vi than to any other vertex. Each vertex vi therefore

defines a region VD(vi) called the Voronoi [37] (Dirichlet,

Wigner-Seitz , Theissen [36], or "S" [24]) polygon associated

with the vertex. The collection of these N Voronoi polygons is

referred to as the Voronoi diagram VD(V) of the set V of points

[28,32].

Voronoi polygons may be thought of as the cells of a growth

process. Suppose that we let each vertex in V be the nucleus

of a growing cell. Cells will propagate outward from their nuclei,

simultaneously and at a uniform rate. The border of a growing

cell will freeze in place at its points of contact with the border

of another growing cell.

IV.2-9

I /



Eventually, only the cells whose nuclei are on the convex hull

of V are still expanding. The remaining cells have completely

partitioned (or tessellated) a region of the plane into a set

of non-overlapping closed convex polygons, one polygon about

each nucleus. These closed polygons, together with the open polygons

on the convex hull define a Voronoi tessellation of the entire plane.

Let us take a closer look at this process. Since all cells

expand at the same rate, the first point of contact between two cells

must occur at the midpoint between their nuclei. Likewise, every

point of continuing contact must be equidistant from the two nuclei.

These points are on the commom edge (called a Voronoi edqe) of two

developing Voronoi polygons. This edge continues elongating until it

encounters the border of a third expanding cell. The point of contact

(called a Voronoi point) of this edge and the border of the third cell

must be equidistant from the growth centers of all three cells. It is

therefore the circumcen".er of the triangle defined by the three nuclei.

Voronoi cells which share a common edge are called Voronoi

neighbors. The aggregate of triangles formed by connecting tne F

growth centers of all Voronoi neighbors tessellates the area within

the convex hull of the point set. This tessellation is called the

Delaunay triangulation DT(V) of V. An example of a Voronoi tessellation

and its dual is shown in Figure 1.

Each Voronoi point corresponds to a triangle and each Voronoi

edge to a Delaunay edge. S4ncE the number of Voronoi points and

edges are both O(N)', the number of Delaunay triangles and edges

are O(N). To be more precise we have the following.

1. Note: We say that g(n)=O(f(n)) if g(n)I:cf(n) for some constant c
and all sufficiently large n. We say that g(n)=.I(f(n)) if :g(n)':cf(n)
for some constant c>O and all sufficiently large n. We say that
g(n)=e(f(n)) if both g(n)=O(f(n)) and g(n):c(f(n)).
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Lemma 1 Given a set V of N points, any triangulation T(V)

has the same number of triangles, Nt=2(N-1)-Nh, and the same

number of edges, N =3(N-1)-N where N is the number of points

on the convex hull of V.

Proof By induction, see [11] for example.

Now we will state without proof some properties of the

Delaunay triangulation DT(V).

Lemma 2 Given a set V=tvl,...vN} of points, any edge (vi,v.) is a

Delaunay edge of DT(V) if and only if there exists a point x such

that the circle centered at x and passing through v. and vj does

not cortain in its interior any other point of V.

Corollary Given a set V=(Vl,...,VN} of points, the edge (vi,vj)

on the boundary of the convex hull of V is a Delaunay edge.

Lemma 3 Given a set V=fvl,...,vN} of points, ýviV Vk is a Delaunay

triangle of DT(V) if and oily if its circumcircIe does not contain

any other point of V in its interior.

The proofs of these lemmas can be found in [ll 32]. The latter

property is called the circle criterion. It is often used as a

rule for constructing a triangulation. Triangulation6 may also be

constructed according to the MAX-MIN angle criterion, i.e. the minimum

r.aasure of angles of all the triangles in the triangulation is

maximized. We shall investicate the relationship between these two

criteria.
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The following analysis follows that given by Lawson in [9] and

[10] (see also Sibson [33]). Consider a very simple triangulation,

that over the ve-tices of a strictly convex quadrilateral. A

quadrilateral is called strictly convex if its four interior angles

are each less than 180°. A quaarilateral can be partitioned into

two triangles in two possible ways. Each of the criteria described

above can he chought of as a rule for choosing a preferred triangulation.

By Eamining the case of four co-circular points (Fig. 2 ), one

can show that the two criteria are equivalent. Suppose that for this

example line segment (v 2 ,v 3 ) is shorter than (v 3 ,v 4 ), (v 4 ,vl) and

(vlV 2 ). Let the angular measure of the arc v2 ,v 3  e 29. Then the

angles <v3 ,vlv 2 and <v3 ,v 4 ,v 2 are each i. Thus the two possible

triangulations over the four points have the same minimum angle. The

choice of a preferred triangulation is then arLitrary according to

the MAX-MIN angle criterion. The Voronoi tessellation of the

quadrilateral also exhibits a tie case. All four Voronoi polygons

meet at a single point.

Further analysis shows that moving one ooint, say point v4 in

Fig. 2 , inside the circle causes <v3 ,v ,v 2 to increase and points

'2 and v to be the growth centers of Voronoi neighbors. Consequently,

the two criteria and the Voronoi tessellation of the polygon all now

prescribe the connection of vertices v2 and v4 .

A fourth criteria has been studied, that of choosing the minimum

length diagonal. Shamos and Hoey [32] claim that a Delaunay

triangulation is a minimum edge length triangulation. Lawson [9 ]

and Lloyd [16] prove by counterexample that this is not the case

(Fig. 3).
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Lawson [10] gives the following local optimization 2prcedure (LOP)

for constructing a triangulation. Let e be an internal edge (in

contrast to an edge on the convex hull) of a triangulation and Q be

the quadrilateral formed by the two triangles having e as their commvon

edge. Consider the circumcircle of one of the triangles. This circle

passes through three vertices of Q. If the fourth vertex of the

quadrilateral is within the circle, replace e by the other diagonal

of Q, otherwise no action is taken. An edge of the triangulation is

said to be locally optimal if an application of the LOP would not

swap it. Since for any set of vertices, the number of triangles in

any triangulation is a constant, a linear ordering over the set of all

triangles can be defined as fol',jws. To each triangle in the

triangulation we assign a value, which is the measure of its minimum

angle. Let Ndenote the number of triangles. For each triangulation

we have an indicator vector of N t components, each component corresponding

to the minimum angle of its corresponding triangle. Triangles

are sorted in nondecreasing order. Given any two triangulations

T and T', define TcT' if and only if the associated indicator vector of

T is lexicographically less than that of T'.

Theorem 1 [10,13] Given a triangulation T, if An application of the LOP

to an edge e results in a swapping of the edge with any other edge e',

thus producing a new triangulation T', then T<T'; i.e. T' strictly

follows T in the linear ordering defined above.

Proof Let I be an indicator vector for T. The measures of the smallest

angles in the two triangles of T sharing the edge e occur as two of the

components of 1, say 1,and 'k with j<k and thus 'J'~ Since a swap
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was made when applying the LOP, the smallest angle in both of the

two new triangles of T' sharing the edge e' must be strictly greater

than I. It follows that the indicator vector I for T is

lexicographically less than the indicator I' for T' and thus T<T'.

Theorem 2 [lO,13]All internal edges of a triangulation T of a finite

set V are locally optimal if and only if no point of V is interior

to any circumcircle of a triangle of T.

Proof If no point of V is interior to the circumcircle of any

triangle of T, then the application of LOP to any edge will not

swap it. Thus all edges are locally optimal. if all edges are

locally optimal, then we show that no point of V is interior to

the circumcircle of any triangle. Suppose that the circumcircle

K of a triangle aabc contains a point v of V. Let 6 be the distance

of v to its nearest edge, say (a,c) as shown in Fig. 4. Assume

that among all triangles of T whose circumcircles contain v as an

interior point, none has an edge which is at a distance less than 5

from v. Since v is on the opposite side of (a,c) from b, the edge

(a,c) is not a boundary edge of T. Thus,there is another triangle

,acq sharing an edge with triangle zýabc. The vertex q cannot be

interior to the circle K as this would contradict the hypothesis

that edge (a,c) is locally optimal. The vertex q cannot be in

the cross-hatched region of the diagram, or aacq will contain v in

its interior. Suppose that edge (c,q) is the nearest edge of aacq

to v. Note that the distance erom (c,q) to v is less than 5. Since

the circumcircle of _.acq also contains v in its interior, we have a

contradiction that ýabc is the triangle with an edge at the smallest

"distance from v.
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By the above theorem, the edges of the Delaunay triangulation

of a finite set V of points are locally optimal. If we assume

that no more than three points are co-circular, the uniqueness of

the Delaunay triangulation [33] suggests the following theorem.

Theorem 3 A triangulation T(V) is a Delaunay triangulation if

and only if its indicator vector is lexicographically maximum, i.e.

no triangulation follows it in the linear ordering.

Proof If the triangulation T is lexicographically maximum, then

all the edges of T must be locally optimal, which implies that no

circumcircle of any triangle will contain any other point of V in

its interior (Theorem 2). Thus, T is the Delaunay triangulation

DT(V). To prove the converse, suppose that the Delaunay triangulation

is not maximum in the linear ordering. That is, there exis:s another

triangul3tion T(V), such that DT(V)<T(V). Repeatedly applying

the LOP to T(V) will produce a triangulation T'(V) in which all

the edges are locally optimal. Since DT(V)<T(V)<T'(V), T'(V) would

also be a Delaunay triangulation by Theorem 2 and Lemma 3. However, since tne

Deiaunay triangulation is unique, T'(V)=DT(V), a contradiction.

Corollary 1 The Delaunay triangulation of a set of points satisfies

the MAX-MIN angle criterion. (Note that a triangulation whicn

satisfies the MAX-MIN angle criterion is not necessarily a Delaunay

triangulation.) '

We have shown that the Delaunay triangulation of a set of points

is a maximum in the linear ordering over the set of possible triangulations.

Now we are ready to describe two algorithms for its construction.

2. Consider a triangulation T whose indicator vector is (i ,...it)

where i is the minimum angle. Suppose that Labc is the tr angle
with thl smallest angle. If applying LOP to the edges of ab,bc.ca will
not result in a swap, then T satisfies the MAX-MIN angle criterion.
Since we have only checked one triangle in the triangulation, we cannot
say that T is a Delaunay triangulation. However, if we apply the LOP
to all edges of T, until no more swapping occurs, the resulting
triangulation will be Oelaunay.
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3. TECHNIQUES FOR CONSTRUCTING THE DELAUNAY TRIANGULATION

We will present two algorithms for constructing a Delaunay

triangulation. The first is rather involved, but its running time

is asymptotically optimal. The second algorithm is simpler to

understand, simpler to program, and requires less overhead. These

features make it especially attractive for small and medium size

data sets (=500 points or less).

The first algorithm is comparable to the one given by Lewis and

Robinson [15] in that it divides the original data set into disjoint

subsets. After obtaining a solution for each of these subsets, it

combines solutions to yield the final result. In C15], Lewis and

Robinson claim,without proof,that their algorithm runs in O(NlogN).

But in fact 3, the running time of their algorithm is O(N2 ). The

second algorithm that we will present is iterative. It follows

the idea proposed by Lawson [9]. Nelson [23] gives a similar method.

3.1 DIVIDE - AND - CONQUER

Shamos and Hoey [32] present an e(NlogN) algorithm for constructing

the Voronoi diagram for a set of N points in the plane. Green and

Sibson [7] also implement an algorithm for this purpose, but the

running time is O(N2 ) in the worst case. Lee [14] modifies the

procedure given by Shamos and Hoey and extends the method to any

Lp metric, lý<p,<.
p

Once the Voronoi diagram is obtained, its dual graph (i.e. the

Delaunay triangulation) can be constructed in an additional 0(N) time.

To eliminate the need for a two step procedure, we have developed

3. There are at least four triangulation algorithms in the computer
literature which claim to be O(N logN) , but which are in fact O(N2 ).
A counter-example for several of these is given in the Appendi.,.
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the following algorithm which constructs a triangulation directly.

The running time of the algorithm is shown to be O(NlogN). Shamos

and Hoey [32] show that the construction of any triangulation over N

points requires Q(NlogN) time. Thus, our algorithm is optimal.

We will begin by describing the data structures and notation

to be used in the sequel. For each point vi, we keep an ordered

adjacency list of points v il ,...,Vik, where (vi,v ij), jl,...k, is

a Delaunay edge. The list is doubly-linked and circular. PRED(vi,vij)

denotes the point vip which appears clockwise (CW) of and immediately

after the point v. The counter-clockwise function SUCC operates

in a similar manner. For example in Fig. 5 , v5 =PRED(vl,v 6 ) and

vs=SUCC(vl,v 4 ).

If the point v. is on the convex hull CH(V), then the first

entry on its adjacency list is the point denoted FIRST(vi), which

appears after vi if we traverse the boundary of CH(V) in a CCW
1

direction. Let z(vi,v.) denote the line segment directed from v.

to v

Now we are ready to construct the Delaunay triangulation.

First, we sort the given set V of N points in lexicographically

ascending order and rename the indices so that v <V2 <...<VN, such

that (xi,Y.)=vi<vj if and only if either xi<x. or xi=x. and yi<yj.

Next we divide V into two subsets VL and VR, such that Vj{VI,...,VLN/2]}

and VR:{vLN2]+I,...,VN}. Now we recursively construct the Delaunay

triangulations DT(VL) and DT(VR). To merge DT(VL) and DT(VR) to form

DT(VLUVR), we make use of the convex hull CH(VLUVR). The convex hull

can be obtained in O(N) time [ 26 ] from the union of the convex hulls

CH(VL) and CH(VR). The convex hulls can also be computed recursively.

Forming the union of CH(VL) and CH(VR) will result in
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two new hull edges which are the lower and upper common tangents of

CH(VL) and CH(VR). These two common tangents are known to be in the

final Delaunay triangulation.

The following subroutine finds the lower common tangent of CH(VL)

and CH(VR). For each convex hull CH(S), we maintain two points

LM(S) and RM(S), which are the leftmost and rightmost points of S,

respectively.

SUBROUTINE HULL

(Comment: HULL is input two convex hulls. It finds their lower
common tangent (Fig. 6). The upper common tangent can
be found in an analagous manner.)

(Comment: z(X,Y) denotes the line directed from X to Y.)

X-RM(VL); Y-LM(VR)

Z-FIRST(Y); Z'-FIRST(X); Z"-PRED(X,Z')

A: IF (Z is-right-of z(X,Y))

Z SUCC(Z,Y)

Y+Z

ELSE

IF (Z" is-right-of z(X,Y)

Z"4PRED(Z" X)

x-z11

ELSE

RETURN (X,Y)

ENDIF

ENDIF

GO TO A

END HULL
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The lower common tangent will be used as an input to the following

subroutine which merges the two triangulations DT(VL) and DT(VR).

SUBROUTINE MERGE

(Comment: MERGE is input two triangulations and the upper and lower

common tangents of their convex hulls. It merges the two triangulations,

starting with the lower common tangent, zig-zagging upward until the

upper common tangent is reached.

(Conment: Initially, the points adjacent to the endpoints of the lower

common tangent are examined. Using the circle criterion, we either

connect:

(i) the left endpoint (in VL) o' the lower common tangent to a

point adjacent to the right endpoint (in VR) of the lower

common tangent, or

(ii) the right endpoint (in VR) of the lower common tangent to a

point adjacent to the left endpoint (in V) of the lowerL
common tangent.

The above process is repeated with the newly found edge taking the place

of the lower common tangent, and each succeeding new edge taking the place

of that. The subroutine continues in this manner until the upper common

tangent is reached.)

(Comment: The adjacency list of the right (left) endpoint in VR(VL) of

the current edge being considered is examined in a CW (CCW) direction

starting with the left (right) endpoint of the edge.)

(Comment: INSERT(A,B) inserts point A into the adjacency list of B and

point B into the adjacency list of A at proper positions. DELETE(A,B)

deletes A from the adjacency list of B and B from the adjacency list

of A.)

[V.2-19



O ... . . _M

(Comment: QTEST(H,I,J,K) tests the quadrilateral having CCW ordered

vertices H,I,J,K. It returns TRUE if the circumc.rcle of LHIJ does

not contain K in its interior, and returnsFALSE otherwise.)

step 1: INITIALIZATION
BTI-lower common tangent
UT-upper common tangent
L-left endpoint of BT
R-right endpoint of BT

step 2: DO UNTIL (BT equals UT)

step 3: A-B.FALSE

step 4: INSERT(L,R)

step 5: Rr-PRED(R,L)

step 6: IF (R1 is-left-of i(L,R))

step 7: R2 -PRED(R,RI)
step 8: 00 UNTIL (QTEST(RIL,R,R 2 ))

DELETE (R,Rl)
Ri -R
R 4iE9(R,R1 )
EýD DO UNTIL

step 9: ELSE
A -TRUE
ENDIF

step 10: L1-SUCC(L,R)
step 11: IF (L1 is-right-of z(R,L)

step 12: L2 -SUCC(L,L 1 )

step 13: DO UNTIL (QTEST(L,R,LIL 2 ))
DELETE (L,Ll)
L 1 *L
L HSCC(L,Ll)
ElD 00 UNTIL

step 14: ELSE
B-TRUE
ENDIF

step 15: IF (A)
L-Ll

step 16: ELSE
step 17: IF (B)

R-R I
step 18: ELSE

step 19: IF kQTEST(L,R,R 1 ,Ll)
R-Rl

step 20: ELSE
Li-L
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ENDIF

step 21: ENDIF

step 22: ENDIF

step 23: BT•-(L,R)

END DO UNTIL

step 24: END MERGE

To show that the above algorithm merges two triangulations

correctly, it is sufficiert to show that each edge we insert into

the triangulation is a Delaunay edge (step 4). Initially, the

first edge (L,R) is a lower common tangent and is known to be a

Delaunay edge. Steps 5-8 delete the edges in DT(VR) which are

not Delaunay edges in DT(V) by determining if L is within the

circumcircle of .NR,RI,R 2. If so, the edge (R,RI) is not a Delaunay

edge and must be deleted. Steps 10-13 perform the same operation

on the edges in DT(VL). An example of this process is shown in

Fig. 7a. Now the ci;'cumcircle KR of ýL,R,Rl does not contain
any point of VR in its interior and the circumcircle K of ýR,L,L

any L IRLL

does not contain any point of VL in its interior. Now as shown

in Fig. 7b, we have a choice of either connecting L1 to R or R1

to L. Step 19 chooses the correct edge by applying the circle

criterion. In Fig. 7 , KL contains R1 in its interior, so we

choose the edge (L,RI). All that we have left to do is to show

that the edge (L,Rl) is a Delaunay edge, or equivalently that the

circle KR does not contain any point of VL in its interior.

Since the edge (L,R) is known to be a Delaunay edge, by Lemma 2 there

exists a circle K passing through L and R which contains no point

of V in its interior. It is also known that the circle KL contains
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no point of VL in its interior. Since the circle KR lies inside

the union of K and KL' it follows that KR contains no point of

VL in its interior. We combine this result with the fact that

KR does not contain any point of VR in its interior to conclude

that KR contains no point of V in its interior. Thus, the edge

(L,Rl) is a Delaunay edge. The edge (L,Rl) can now be inserted

to replace the edge (L,R). In showing that the next edge to be added after

(L,RI) is a Delaunay edge, the circle KR plays the same role as

the circle K just did.

Not let us analyze the algorithm MERGE. We first note that

during the merge process, once an edge is deleted, it will never

be re-examined. Since the total number of edges deleted is O(N)

and the total number of edges added is also O(N), the time needed

for the merge is O(N). Let t(N) denote the time required to

construct the Delaunay triangulation for a set of N points. We

have the following recurrence relation

t(N) = 2t(N/2) + M(N/2,N/2)

t(l) 0,

where M represents the time required for the merge process. Since

SM(N!2,N/2)=O(N), t(N)TO(NlogN).
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3.2 ITERATION

The algorithm presented in this section iteratively triangulates

a set of points within a rectangular region. If the point set doesj

not include all four vertices of the rectangle, the missing vertices

are implicitly added. The algorithm uses the swapping approach

developed by Lawson in E 9] and [10]. Since the convex hull of our

point set is a rectangle and is known in advance, we need not

compute it, as is done in Lawson's algorithm. The initial ordering

of the point set also differs from that used by Lawson.

This algorithm was developed with the terrain fitting problem in

mind. Terrain regions are processed in rectangular blocks. Adjacent

terrain regions must fit together without any gaps. Once a triangular

facetecisurface is fit to a terrain region, the accuracy of the fit is

usually computed. If the approximation surface does not meet the given

accuracy constraints, additional vertices are added and the triangulation

is updated. An iterative triangulation algorithm is ideal for updating.

ALGORITHM SWAP

INITIAL IZAT ION

step 1: Given a set V of N points within a rectangle, remove any points

which fall on the vertices of the rectangle.

step 2: Partition the rectangle into approximately N 1/2 bins (Smnaller

rectangular regions).

step 3: Re-order the points by bins, starting at some bin and proceeding

to neighboring bins (see Fig.8 )

step 4: Place the first point into the rectangle. Connect the point to
the four corners of the rectangle to produce an initial triangulation.
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ITERAT ION

(Ctmen: The remaining points in V will be iteratively added to the

triangulation. After each point is added, it will be connected to

the vertices of its enclosing triangle. The triangulation will tnenI

be re-structured so that the MAX-MIN angle criterion is globally

satisfied. [See Fig. 9.] )

step 1: Input the next point to the existing triangulation. Connect

this point to the vertices of its enclosing triangle.

step 2: Step 1 will produce up to four strictly convex quadrilaterals.

(Four quadrilaterals only occur when a newly introduced point fallsA

on the edge of the triangulation.) Each of these quadrilaterals has

an alternate diagonal. Swap a diagonal with its alternate, if doing

so is required to satisfy the MAX-MIN angle criterion witt.in theI
quadrilateral (i.e. use the LOP within the quadrilateral).

step 3: Each swap performed in step 2 may result in two new quadrilaterals

that need to be tested. If one of these quadrilaterals doesn't satisfy

the MAX-MIN angle criterion, swap its diagonal with its alternate.

step 4: This swapping procedure may propagate further outward. Lawson

[10] has shown that this process will always terminate.

step 5: If all points in V have been used then stop, otherwise go to

step 1.

END SWAP

Step 1 requires the identification of the enclosing triangle of

a point. This can be accomplished by tva following very simple

subroutine C 10]. The subroutine assumes that the triangulation is

stored using a variation of Lawson's data structure (given in the

Appendix).
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SUBROUTINE TRIFIND

(Comment: The triangulation is stored in the form given in

Appendix 2. This subroutine locates the triangle T which encloses the

point (xo,Yo).)

(Comment: X(T,i) denotes the x value of the i-th vertex of triangle T. )

T-last triangle . ,ated

LOOP: DO FOR I-1 to 3

IPLUSl-I(mod 3)+I

IF [(yo-Y(r,I))*(X(T,IPLUSl)-xo) .GT. (xo-X(T,I))*(Y(T,IPLUSI)-yo)]

Conmment: If (xoyo) is not in T, jump to the neighbor of T which

is in the direction of the point.

T-N(T,IPLUSI)

GO TO LOOP

ENDIF

END 0O FOR

RETURN (T)

END TRIFIND

Each iteration of algorithm SWAP requires an O(N) searcr performed

by TRIFIND, followed by an O(N) swapping procedure. Thus, the algorithm

is O(N2 ).

An empirical examination of algorithm SWAP yields somewhat better

results. If the initial point set is uniformly distributed within its

enclosing rectangle, then the number of data points in each bin will be

approximately O(N0). Thus the search procedure will be 0(N0). The

swapping procedure which updates the triangulation can be propagated

many times. We have found that two levels of swaos are nearly always

sufficient to globally satisfy the MAX-MIN angle criterion. Thus the

algorithm is roughly 0(N 3/ 2 ), empirically.rV. 2-25

.1.

I ' j N,



4, EXAMPLES AND APPLICATIONS

(1) RANDOM DELAUNAY TRIANGULATION

A two-dimensional Poisson process of intensity X can be used

to describe a random distribution of points in the plane. This process

is characterized by the property that the expected number oF points

within a region of area A is XA, irrespective of the shape or

orientation of the region.

Suppose we let the points chosen by a Poisson process seed a

Delaunay triangulation. The resulting network of triangles inherits

the properties of himogeneity and isotropy from the driving point

process. ii

A random Delaunay triangulation is probably the only non-regular

triangulation which is mathematically tractable. Many of its

statistical properties have been derived by Miles '20]. its princioal

first order statistics are given below, the paper by Miles also provides

the associated second order statistics.

E[cell area] -/A
ýP! E[cell circumference] a 32/13r(A/2-r)'1]

E[cell in-radius] • (8•/n)"

Miles has also derived the probability density function f(a) for an

arbitrary angle a in the triangulation.

f(a) •4{((r .)cosa+sina) s i n

f~a) a

For certain applications, we would like a triangulation with as

few small angles as possible. The distribution f(a) provideL a

characterization of the "goodness" of a triangulation.
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(2) INTERPOLATING FUNCTIONS OF Two VARIABLES

A major application of triangulations is the interpolation of

functions of two variables, where the function is initially defined

only at an irregular set of locations. These locations are used

as the vertices of a triangulation. The value of the function at a

point, other than a vertex, is computed by performing an interpolation

within the triangle containing the point. A trianqulation composed

of nearly equiangular triangles is considered good for this purpose.

McLain [19] and Lawson [10] have used the Delaunay triangi:lation

for this purpose. Also see Powell and Sabin [25].

(3) DECOMPOSITION OF POLYGONS INTO CONVEX SETS

An algorithm for decomposing polygons into triangles may be

based upon the concept of the Delaunay triangulation. There are

applications in pattern recognition and computer graphics for which

one wants to combine adjacent triangles into larger convex sets.

An 0(mN) algorithm for decomposing a non-convex polygon of N sides

and m reflex angles into convex sets is given by Schachtir [29].

(An 0(NlogN) polygon triangulation algorithm not based upun the

Delaunay triangulation is given by Garey et al. [5 J.)

(4) TERRAIN FITTING

A rectangular terrain region may be represented by an array of

elevation values. A two-dimensional digital filter (e.g. a Wiener

filter) can be applied to this data to extract local extrema (i.e.
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peaks of mountains ana "pits" of valleys) and ridge line segments.

We would like the local extrema to be the vertices of a triangulation

and the ridge line segments to fall on the edges of the triangulation.

This structure can be obtained as follows. Let L denote the set of

local extrema and E the set of endpoints of the ridge segmernts.

For each element of LUE falling within the smallest circumscribing

circle of a ridge segment, construct a normal projection onto the

segment. Let P denote the projection point set. Now, let the points in

LUEUP seed a Delaunay triangulation. Each elemnL'n of LUEUP has an

associated elevation. The triangulation therefore defines a piece-wise

planar approximation to the terrain surface. For certain applications,

an approximated surface must fit the original data to a given error

tolerance. If this error bound is not satisfied, additional vertices
i are added, and the triangulation is updated. An iterative algorithm

is well suited for updating.

The above technique assumes that the line segment set is sparse in

the plane. A good solution for the more general probiem of triangulating

any planar set of points and line segments is gi,_. by Lee [13].

A Delaunay trianguiation Is an excellent choice for the terrain

fitting and display problem. Triangles with very small angles produce

a poor computer graphics display. Maximizing the minimum angle within

the'eriangulatior, insures the best possible visualization of the data.

Further requirenients are met concerning speed of construction.

(5) SPATIAL PATTERN MODELS

The Voronoi and Delsunay tessellatlons have been extensively used

to model spatial patterns in a wide range of fields including astronomy

[G], bio-mathematics [1,18,24,35], computer science [4,11,12,30-32],

geography [2,17,27], meteorology [36], metalurgy [6], numerical

it analysis [10,24-,253, and packing and covering [22,28]. We will
IV.2-28 j
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briefly consider two somewhat representative examples.

Suppose that we are given a collection of sites, where each site

has a random variable associated with it. Let these sites seed a

Voronoi tessellation. The statistical dependence between (Voronol)

neighboring sites may be specified in terms of the Delaunay edgeV length between sites and the Voronoi border length between their cells.

See Besag [ 1] for details and referekices.

Stearns [34] poses the following problem:

"A domain wall in ferromagnetic materials can be considered as a
two-dimensional membrane which, when subject to an r.f. field, will

oscillate in a manner determined by the boundary conditions. One

possible set of boundary conditions would correspond to pinning the
wall at impurities whose positions are random in the wall. In

describing wall motion, we must know the area distributions of

triangles formed from three impurity sites. These triangles will

contain no other impurity pinning points in their interior and will

be called 'good' triangles. What is the probability distribution

of the areas of the resulting network of 'good' triangles formed

by choosing N points distributed uniformly in a given area?"
Miles C21] interprets 'good' to mean Delaunay, and proposes a solution.

5, DISCUSSION

We have presented two algorithms for constructing the Delaunay

triangulation for a set of N points in the Euclidean plane. The

first algorithm is based upon a divide-and-conquer approach. It

runs in O(NlogN) time, which is asymptotically optimal. The second

algorithm iteratively adds points to an existing triangulation,

updating the triangulation to include each newly introduced point as

a vertex. Although it could take O(N2) time for a worst case, it

runs fairly well for the average case.
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APPENDIX 1: Data Structure for a Trianular Network

The data structure used by the iterative algorithT will be

described by an example.

vertex X Y
7- T T

2 1 31
3 18 17
4 31 31
5 31 1

2 4

triangle neighboring triangles (counter-clockwise) vertices (counier-clockwise)

T N(T,.) N(T,2) N(T,3) V(T,I) V L,2) V(T,3)

12 0 4 1 2 3

2 1 3 0 3 5 1

3 4 0 2 4 5 3

4 1 0 3 2 4 3

ThIe following conventions are used: Triangles N(T,1), N(T,C) and T

nmet at vertex V(T,1). Zero denotes a null triangle.

S.ii
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APPENDIX 2: An Example for Which Iterative Algorithms Work im
0(N 2 1 Worst Case Time.

Consider 10 points on the parabola yVxZ. The points in the diagram are

numbered in the order in which they are added to the existing set.

/ !I

10/

IM 
'I '-$

Let S2(1,2,...,9}. DT(S) is given below.

K I2

31 
!

7
Ut

ho x

Now when point 10 is added, all the edges incident with point 9 are

deleted. The resultant triangulation is given below.
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F ~Fiipure 2 Lawson's exam-p'e showing a triangulation over four co-circular
points. The Vormoni tessellation is shown as dashed lines.

r

I

Figure 3Lloyd's counter-example to Shamos and Hoey's claim that a
Delaumay triangulation is a minimum edge length triangulation.
The Voronoi tessellation (sihown as dashed lines), indicates
the use of the longuer diagonal for a Dlelaunay triangulation.
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APPENDIX IV. 3

A SURVEY OF COLOR VIDEO FRAME BUFFER DIZPLAY
SYSTEMS FOR DESIGN GRAPHICS RESEARCH

This appendix presents the results of a comprehensive color display system survey
conducted at the General Electric Corporate Research and Development Center during
1980. The Information contained in the swuvey report should be highly useful in
selecting a display configuration for a sensor prediction techniques research system.
It should be noted however, that this survey was conducted for purposes of serving
specific needs by a specific General Electric organization in the area of design
graphics research. Hence, much of the author's commentary is given in that
context.
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A SURVEY OF COLOR VIDEO FRAMNE UFFER DISPL. SYSTLMS
FOR DESIGN GRAPHICS RBESARCH

P.T& Atones

The Domp Graphite Propa, whi" Is pert of the nafomsadlo Tuboimogy Drench of
th Autaotm oo ad Cotrol Labsoraory a Coams lDwea Corporate R arch and Doe-
voopatst, has barn working with a DtAws 2WOC ao c*lo video frma' buffe system

for over yeWs. Imame saismys have conuued moody of output from SymbMVlioa* vd
iMO VIE.9YU? imgr for varidis applications prisarilv oriented toward CAUICAM de.

,•volopent, Rowdy. some new and ver exciting frm buiffer systems have beendeveloped
Sby various vedr ant am being offered at exelet prke/per1foro ratio&. With the

appeeomra of these new powerful higher resolution systems, it was deemed nectsary that

Design Graphics should update their systan to provide a more suitable rnviromnawt for

color video computer graphics development.

The color video frame buffer marketplace is a very dynamic environment which has

made information gathering a difficult tak in that various sources will often have different

responses, and what is said today raoy be obsolete tomorrow. The author of this rTport wel-

comes any questions, comments, or added information pertaining tocolor video frame buffer

systems, especially from those people who havc had experience on any of the relstedsystems,

*SynthaVision is a three-dime•stional modeling system developed by the Mathematical Ap-

plications Group, Inc. (MAGI) of Elmsford, NY.
4 t MOVIE.BYU is a polygonal display program primarily used for movie animation developed

in the Civil Engineering Departmeat at Brigham Young University in Provo, Utah.

Manuscript received February 12, 1980
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VIDEO FRAME 8UFFnl DIlWLAY SYSTEMS FOR DWCGN GRAHICS RRESEA"C

A VWIde framne buaftfr sysesem is bimicoafl mviworucandisplay4fiveflwrersarouad
a Wat Nece of rmemoy which coiltaiss imep infrermUoef.

L T~~~he framne buffer symtm eWom he ume to update and read beck from the Wmsp memory,

Wv. 3-4



IMAG& MILMOR AND COLOR MAP ORGANIZATION

FormOW of the SYsml d• lac m mi v, "el0. mhagO memystsutlseoaWuly

the sam. A modula• sectio of memory is dedilated to an entire display, such thus o bit
of Informad.. ,m•repon•d to a single - loation on th scrak . The number of memory

moduales orespoed to the number of bits of information dedicated ino ind•ovlidual
piW. The pixel bit Informniuon describes a address in r colOr map table.

4, 1

The color table consists of a list of intunsity values. Each omtion in the table contains
relative intensitie for i nch. rereen, and blue color gun. Duringl the sequential pixel scan-
out (read). these values am taken from the table in the ord"' that theimagememoy dictates,

converted to analog signals then to video for display. The whole image memory is read out,

convened, and displayed during a single refresh. There are some variations and enhance-

ments to this basic deuign which will be noted in the system descriptions.
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-Rpm v o M M
MWs flumi beffs systems wa vitw. "&ors ovnyOMM to wea SOMib ni

0 ~k speinm XWOMya bufwem sh upm0 ish s sus.wsha

-o-

specia purPue hardwae module. A prime eample of a hardware module useful for De-
sign Oriphics is the vector generator. Some vecor generators are capable of rensdering vec-
tors on a color video display at rates of up to 16000 vecors peir second.

Many of the system processors can also be user programmable in micro-code. Lser ,

poogrammability may prove to be a nice feature for Design Graphicsi in that it may allow us
to put in the processor capabilities to do such things as fast parametric surface rendering-

an opraio no vendor offers today.
System processors can become very big and rowrful and that poveer is usually reflected

in the cost of the frame buffer system. In this survey. a lot of discussion will be devoted to

the system hardware, firmware. and software facilities. In most came, firmware and hard-
ware facilities will reflect the power of the system processor and related hardware modules,
while software facilities will describe code that exists on a host computer and is often FOR-
TRAN callable, User programmability will describe capabilities for the user to down lojad
or directly program the system processor.
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71w eplia"Ms *o* a vid" tam beffa ~orssa for the DWsP Oraphr Program
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Simaveor and om m cto

4. Eau of proeh am aeailimnt iad implementation-

* FORTEe N callabi son ware
t High level graphics language

oSItGRAPH COst raphics standard
5,- Speed and case of use interaction

•Hardware or firmware facilities (i~e., zoom, scroll, of vector fitneration)

•Peripheral devime (i~e., tablet. light pen or Itackbail)

4. Animation capabilities (i~e., cutter path or assembly visualization)

0 Run-lensth decade facilities

u Imane memory and borlh map controls
0 Video disk fNcilhties

7. Imagpe enhancement calm bilhties

* Edge detection

* ,• Ii-a 1ia sin g :
: •9 Conltralst enhaiwemen l

' • Hut. intensity, and brightnes controls
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PIUMANARV DUAGN GUAPHIC 3ZQIRMELnI
Thel -ame coamdiratiou knvokviedin the seleicatio oav~ 'romft. buffer system is

the ~ampbility of dspilaying fte desirable inwas (SynthaVision, M.OVIE.11YU. Sculptured
Surfaces, etc.) its a morat effective manner than the existing DeAnza IOWW serie system.
The most obvious improvement would be the increase in image resolution from 256 x 256
(mediumsueso~ution)IO5l2 X Sl2(Whigrolution)orto 1024 X 1024(ultra-highreolution).
Another irmprovemrent that could sgiricatly enhance image display is the increase of the
cvlor table depth to allow foe a greater variation of intensities over the range of a specific
hue. In particular, changes across a curving surface would appear much smoother, and the
effectivity of various lighting. texture, edge-smoothing,. and anti-aliasing models would be
greatly enhanotd.

~ 1 To restrict the survey to those vendors that could successfully fulfIll our needs, prelim-
inary requirements for selecting a video frame buffer display system are described:

I . A refresh display system to a' low continual visual feedback -if image updates.

2. A workable interface to the PONI 1/70and VAX computers.
3. Minimum of 5 12 x 5 12 pixel resolution.
4. Minimum of S bit~s of information per pixel, thus allowing 256 colors to be displayed

simultaneously.
5.Minimum of S bits per color gun in the color map.

Note that this survey does contain some systemns that do not satisfy requirement S. These
systems were included for completeness in that some people might choose to live with the

4 bits of color intensity if the system is extremely successful in regard to other Design

Graphics considerations.
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SVSTEM CATEGOPUZATION
to tarm of Dodge Giraphics Ie~~ee 'Poes so dodge vesu price criteria there

som to be 4 basic types of frame buffer systems available.

1. lllghrooolutiounS12 x St2)
2. Ultro-highrusolution(1024 x 1024)
3. High resolution upgradable (modular) to ultra-high resolution
4. Imep processing sy~stems for both high and ultra-high reolutions

In some cosus. them is difficulty in discerning the imsage procoss~ng systems 14) from the
Imap display systems 0. 2. and 3) since some systems try to bridge that gap to evitice both
markets. However. this is to our advantage in that the Designs Graphics considerations pre-kf ~ ~viously discussed do reflect a need for some ~mg prosessmns capabilities suach as edge de-
tection and aitti-allasin. Therefore. I have classified as imagde processinsg only those systvims

for which a high price would be paid for powerful facilities that would do little to satisfy
Our Deeds.,

A major point of contention pertain to the high wowsu ultra-high resci~ution decision.
After some market study, it appears that the ultra-high resolution systems are not quite reedy
for consumption. Most vendors believe that the ultra-high resolution systems will not really
be effective until the 64k chips becom Preedily used. The significanca of this probably will
ntsa he felt in the frame buffer mntrm for about 2 or 3 Yomr. Many hardware and firmware
facilties offered with the high resolution systmm simply are n" available with ultra-high
resolution. Peripherals. particularly video recording hardware, simply does not exist for
1024 x 1024 displays. Finally. software that was developed for higa-reoluition pixel data

4 executes much slower and often dermands motre hoest meamoy -an ultra-high resolution sys-
toess. Ops the other hand. the high resolution systems offer a very cost effective solution in
that it is the same resolution of standard television. Thus, most ot the video equipment re-
Waed to the system has been in use for years and is greatly refined. It is 6~so relatively less
expensive. The high reolution framne buffer systems have J114, been id use for meanly years
so that thtre ame now mnany viable vendor who arep oprting in a very competitive market-
place. All thene considerations make it pretty apparent that wit should be directing ourselves
toward the high resolution systems while keeping a clot-! eye on the ultra-high resolution
market developments.
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VENDOR SURVEY

This initial survey was specifically designed to obtain the general system configurations

and capabilities in order to determine what types of systems satisfy our needs, to what %A

tae, and at what cost. A number of ds'-isions have already bsen made regarding the minimal

requirements and the high vrw ultra-high resolution question. We can now cut through a

lox of extraneous information and concentrate on the system conflgterstions that really con-

cens Design Graphics.

For each system, pertinent information has been exti-acted and er.tered on a fern, sheet

w, ých can be found in Appendix A. Following each form sheet is a system diagran pro-

d•iced by the vendor (if one was available). Note that all technical and cost information has

been based on h~gh resolution (512 x 512, systems. The basic system cost refers to a simple

system containing:

* 512 x 512 Image memory with at least 8 bits iepth at each pixel

* System processor

* Interface to host computer (PDP I 1/70)

* 19-Inch color monitor ($4000 if not offered directly)

Added to the basic system cost are the optional peripherals and facilities that would help

satisfy our needs resulting in a total system cost.

The table following this section is an attempt to squeeze the tables from Appendix A

onto a single sheet of paper to give the reader a very generalized overview of the systems sur-

veyed. Some of the things to look for are:

Approximate Total Price: How much system power is needed in relation to the time of

next foreseeable purchase?

Memory Conflguratloi: Modular bit planes (512 x 512 x t)arepreferred toallow armore

flexible initial purchase with easy lower cost upgrading later Remember the 8 bits depth

per pixel requirement (no. 4, page 7) metioned earlier.

PIxel Aeceis: The time required to read or write a pixel is very important in user inter-

action and critical for repeated operations.

Color Map: The preace, the number of intensi-ie% allowed per Red-Green-Blue color

gun, the smoother a color change can be made. Note the 5 bits per color gun require-

ment (no. 5. page 7 ), Also, the longer the color map (the number in parenthesis), the

preater the number of colors that can be displayed on the screen for a single image if the

corresponding number of bits per pixel are provided.

P'rocrimable lhProcesum. May allow the user to do specialized fast processing of image
genleration.

H-s lairfase: Look for DMA, because extended memory configurations could cause

troubles going to the VAX or other host cmonputer. Also, extended memory systems

chat work on other PDP I Is are more difficult to implement on the 11 /70.
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Desirable Fadllities- Purely a personal reaction to the hardware, firmware, and soft.

wart facilities a system has to offer. The re-. der should consider che requirements, ex-

amine Appendix A, and establish his own reaction about the desirable/offered facilities
1024 x 1024 Dlsaay Upovade: If !here is a strong near-term desire to diap!ay images at

ultra-hish resolution, even for just test purposes, we should definitely value thi- category

as a very high priority item. If we want to hold off for 2 to 3 ytars until more viable

V systems are available, this factor can be consideree in very low priority.

I 3
V
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BIEEF SYSTEM COMMENTARIES

This section contains a commentary on each video frame buffer system in which I will

try to emphamze the strong and weak poinzs of each system relative to the mee of Deign

Grephics.
DWArn IDSUS is the big brother of the DeAnza 2000 now in use. Relative to the other

newer systems in this survey, most commentaries must be directed to the system's short-

comings which include:

* Limited memory conflgurations

* Restricted and slower memory access

, • Only 4 bits of intensity we ROB in the color table

Very limited facilties

The only real positive thing about the DeAnza IDS=0 is its low price.

AED S12 was one of the big stars of the SIGGRAPH '79 vendor exposition. It can act

as a reasonably powverful pixel addressable frame buffer display system, or as a sophisticated

character oriented graphics terminal and also :omes with a Tektronix emulator. In terms of

price versus performance, the AED 512 is very hard to beat in the lower price range of this

survey. The only limitations (within the lower price range) that I see are the maximum of

8 bits depth peIr pixel.

Three ivers CYD is basically designed for the play back of animation sequences. The

major limitation of its Run-Length-Encoded (RLE) based memory is that man- color vari-
ation across a single scan line cannot be executed. Smooth surface imagr generated by

SynthaVision or sculptured surfaces would have to be approximated resulting in low quality

imgWery. The CVD does not even attempt to utilize most of the facilities we teed and can

only display 64 colon at one time (equi% alent to 6 bit. of depth per pixel).

Grlmell GMR27 is a pretty good low cost image display type of frame buffer including

a 1024 long color map. However, the CMR27 lacks the facilities of some newer comp.: -ble

systems.

GriveA GMR276 is the image processing version of the GMR27. Basicaly, we would

be paying more for the 0MR270 than the GMR27 for image processing facilities ,hat -we

have little use for.

AD[ Ught-S0 is a newcomer to the fritme buffer marketplace but it appears to be quite

viable and it is the only system that includes a NTSC encoder. The ROB intensity control in

the color map is somewhat limited and memoy plaes can only beacqiured in 512 x 512 x 4

units. However, the system does provide a way for the usek to down load micro code to

the TMS 9900. At this point in time, the ADi Light-S0 hab not yet been: tested as aconsumer

product since most recent efforts have involved software interfacing with CHILD. Inc.

Lexldata 3i0 is a very flexible modular system that offers some nice facilities in s pretty

comfortable price range. Some of the options include:

6 Integer zoom controller

* Multiple scroll controllers

IV. 3-14



*1024 [.'!'Sg color table with 8 bits per RGB

*keel-time edge smoother for 2X and 4X zoom
*Multiple overlays

Geitsca Gi- 17-3000 does offer some good facilities at a fairly reasonable price. However,I aside from the Grafriac 11 software package, the system offers little more than the AED 512
which costs almost half as much; and the CCT-3000 cannot compete with some of the higher

price systems in terms osf processor power. Considering this middle-market price/perfor.
mance position Genisco has taken along with rumors of hardware unreliability. it would be

more judicious for Design Graphics to avoid the GCT-3000.

DeAls. VCOW looks like an attempt to move away from the norm of frame buffer
system dAjgns ... but not in out direction. The user has to buy a 512 x 5 12 x 16 image
memory configuration and at the same time be limited to only 4 bits of intensity per RGB
color gun. There is a reasonable vector generator and character controller, but little else
in the way of facilities ... and a relatively high price tag.

Aydin 5216 is the system to beat in terms of hardware, firmware and software facilities
wbich include 3D object transformattions and Z-sors hidden surface removal. The system
even offers a user programmable Intel S06 with one Megaword of memory and the Forth
proprmmning laniguagle. Them. is a vmy long (204) color map, and with an extra video card
(coating about 53000) can offer 8 bits depth of intensity per color gun as a non-standiard
configuration. However, at this point in time, the software packages are not yes complete.

Narpek VDP is a Canadian cominany that is new to the high level frame buffer market.
They offer many nice fetwres but it seemed as thoulth every time I wanted to get some de-
tail. Igot aresponse like "well. .its not quite complete yeo." For that kind of money I'd

want to see it completed and tested before buying.

DeAns. hIt"S is good image proctwsng system at a reasonable price, but really quite

ovrrcdfor Design Graphics use.
Ikern is probably the best frame buffer system or. the market to do computer graphics

image display researct- on. The possibilities for their 32 bit microprocessor a4long with

some of the bsilt-in hardware facilities are really quite interastft. lkonusa claims to have de-
velopad a system that is modular enough to keep them on top of the research graphics
market for at least zhe neot few years. Engipmes from other froame buffer companies say to
look for goo things in the near future from Ikionas.

Rainhk OMW probably has the beat vector generator in the market (although Aydin's un-
tested hardware shows promise). It aslso offers sone other nice facilities like 2D rotation,
entity detection and down load list processing. For an additional 56100 of hardware they
will also offer I bits of collor depth initenality par ROB which is noel-6tandard.

Ceoled Vi.. Oua/2mis the top of the line for image processing systems. They offer a real-
tUepaaofad0S6 x 40W x Ibit imalleandamoviicafiability toviewingaslz x 512 x 512

bit array. It is baisicailly a verb powerful high priced system to perform operationts we do not

Lfla~y aned.
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In terms of price/ performance criteria, I see six video frame buffer syst.-rns that stand

out from the others. In order of approximate price they are:

AED 512 $19,820

ADl Light-5-0 $23,200

Lexidata 3400 S25,800

Aydinl S216 542500

Ikonas U48000

I r The six systems seem to fall into two price ranges:

lower price range: 519,520 to '5,5800
higher price range., 542,500 to'533.100
The lower price range systems are good, fast modula systems that %will satisfy our needs

quite nicely. The higher price systems are quite similar, except that they have much bigger
processors. mor;,ý hardware facilities and are upwards compatible to the ultra-high resolta.

tion displays.

In the higner price range, Aydin ard itamtek both provide the best hardware support

modules, and extensive firmware/soiftware facilities. tamstek seems to offer a superior vec-

tor generator, but iAydin does support 3D object transfo.-snatioi~s and offers an easily pro.
gram1mable micro which could certainly prove valuable for ssarfice generation. One the

other hand, Ikenas provides a more state-of-the-ars techaology with the 32 bit 200 NsecI ~ ~cycle proceso with fast hardware multiplier and various special purpose hardware fhailities
indcluing 3D transformtrioins. Ikonar &lso has Its imragetmemory configured in such a way
that an ultra-0tigh resolution itpg~rnde would only require a montitor change and setting a
software switch. All other available systems require some hardware changes. So at theJ

hiher price range it comes down to a preference between Aydin'~s already developed facilities

to Ikonas's more advanced engineering.
At the lower price range, the task of selecting a better system becomes more difficult.

In my orinion, either the AED S12, ADI Light. 30 or the Lexidara, 3400 would be good. selec.
tior.s that wz~uld stand us in good stead for the next two to three years. To help with this de-

cision. I believ;e that we should look further into any spacial deals or co~mpany relationships

that might provide more incentive one way or another. The following s'ction will discu -s a
suggested approach to making the final selection.
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ii ~THE NET STE
I believe th not logical stp would be to evaluate our preet needs and piace Into p•r-

pective our -ar team goals nd our long tem goals. Using that crteria, we should de-

tawAe whether we mend to put down the money for a high powered system, or whether we

an satisfactorily pursue our goa with a l coat system, in either case, the following

quesdos should be asked of each critical vendor and responses requoetd in writing aWl
with a formal deaailed quota:

1. what is the delivery wend dine?
2. What are the levels and cots of factory and field service?

3. Wht Is the actual mechanical packagng (I.e.. parts supplied)?
4. Am hre any special ceaompy reltionships to con:!Wr
5. Ar there any slpecial price cuts to conakin?
6. 'Au me the planned futur caailties and to what wenit or cost will OM be avWil

able to us?
The respo-e to thes questions may well provde the thrust to sel one vedo over

another. For zuamp•e, enilpaphiac received handsAme discount fr Lezlm with

the latest of future quantity buying. Some of the vendors suggested a company cotract

that wo*uld allow us to utilize their software package on many in-house systems for -m set

I xict. Ikonas, for one, has stated that it is virtually impoasible to deliver a iystem before

190. We must understand all these factors, evaluate them, and then compare the trade-

offa In order to make a final selection.
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01111 HARDWARE TO CO*451D1
rtva wuae somne other 4eviom related to video trasne bufter systems that may help satisfy
some ofur rewrSimets. They aln represent ways by wwich we may recor our imagles

for conemunicatoio or special applications.

The purpos of an NISC encder is to trmsforn the ROB video signals that are dis-

playod on high quality monlitors. to standard television signals so we may record imageri

directy. I found only two encoders that sold for under S3000.

Lw ater n. offers NT'SC encoder that "was specifically designe to encode high r~uot

2 to 3.omths. Coast-S$940

A vide disk ýsa disk unit eapiciafly designed to store and play back video images. It is

presently beisig used quite successfully for computer animation in that it allows the storing
of imaige at a slow rate and will play them back at a tea-time rate. This allows for a much

mome flexible recording system thai the tradtitionial movie frame-by-frame photographsy
method because there is no wait for film procesing. and also because the animator may
selectively edit random framdes. The major problem with'video dis,..s is that most of them

use laser technology making them quite expensive. A price tag above 3100.000 is not
uanusual !or a good digital system. However, there are some alternatives.

Okinal ofters an ansiog video disk system for SdO.OCO which is being used in various

plaices including Cornell's lab for Computer Graphics. As I understand it, the analog

nature of Oktal's system requires so much tweeking that a video engineer should be on

hand most of the time.
Elgeet Video recently announced a lower quality low cost solution in the form of a mag-

netic disk. The monochrome ;ecorder costs about S16.000, and the additional time base

cor.-ector for color recordirs boosts that system's cost to $24,500. The Eisen system

can record up to 300 frames which is good for about 10 seconds of animation. The mag-

netic cassettes last approximately t10) hours before they must be rebuilt at a cost of

SlOea .h.

The G0 televitoon dcicopment gr,--up in Portsmouth is looking inito video disks and are

planning ov buyinaF one already drvelon id elsewhere. If animation is a definite requirement,

I would rec,'mmcend finding it at a system level because the costs of video disks are so high.

IV. 3-18
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Same frame butter systems now or soon will otter disk controllers In combination with
hardware nan-length decoders which may well satisfy most play bacd malmatlos speed
requirementse. A lower cost solution woulid be the Three Rivers' CYD frame bufter system
which is especially built tor animation (discussed earlier in this survey). It could be pue-
chasedat, a Weon frame butfer tar $13,000and used totally rto animation display.

Hard CopyV At this point in time, color video hard copiest are hard to find insa reasonable price uange
relative to their montochrome counterpart. The most notable systems available today are:

Trimp Inc. otters a system called COLORPLOT 100 which is based on a impact pointer
costing 39960. It produces a copy with 100 dots per inch vertical and horizontal reolu-
tion in about 3 minutes costing about St.
Does lawafments has a hard copy unit that utilime a Polaroid cattera, to make high
quality I 10 clcaor photographs at about $3.00 per picture. The system will also allow
tar 35 mm slides to be taken and costs about 116,000.
Matrix lutrutmeas produces a hard copy sysiem very similar to the Dunn but with a
basic system cost of about 312,800. It has the additional capability at formatting mul-
tiple Images (2, 4, 6, 9, 25) on a single 8 x 10 Polaroid print which could result in sub-
stantial film cost savings. Unfortunately, each formatter costs $1000. Additional tor-
matters are available tar 35 mm slide (l-image-S13000) and microfiche (92 images-31500).

.2 The total cost tar a good s~stem is about 320.000.
Xerox makes a color copier that will accept serial computer data and output a 100 dot

per inch image. The system can also produce 35 mmn slides and can operte in the
normal copying tormat. Nice system for about 125.000.
Applices. now advertises an ink-jet plotter for about 3.1,000 that will make some niceA color copies. Some examples of the ink-jet plotter output are on the wall in the Destgn
Graphics Lab.
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LOW.CONT COLOR VIDIEO DISPLAY SYSTIMS

At this polat. I would lke to MMte *hAt e of the sZYMgm already wntileasd may well

satisfy the lwcost requitements while offam UpWar confliration pauhbiitlia. in a
modular f181".

Fmr wrple. Advaiced Electronics Daig. Inc. (AED) an confiuare a high resolution
(312 x 512)ystem wlth $ bls of depth atech pit, POP II Interface, 14-4nch color mol-
itor, pnwWW~ firmwem csam&Wilie along with a Tektronix Plom.10 emu~lator for undler

13.000 - not bIndog quantity dimunu. With 2 bits of depth, the cos is loss than

Aplied Dynamics Interuational (ADI) can put together & high resolution (312 x 312)

sysWtem with 4 bits o( depth at each pixel. PDP I I intertfce, 14-inch color monitor, NTSC
enIodet'•ov Inftmwam w ad Tektronix emulator (Tek-Lisht) with some nice extenions

for around S 16.000.,

Th systems repeet the upperw4m of' the low cost frame buffer spectrum, but they

do oferlt soen very nic feature in a very cost effective maaner,

T. 2
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App*Wlix A
TABLES AND DIAGRAMS DESCUIIING

COLOR VIDEO FRAME NUFFER • !PLAY SYSTEMS

I3
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SYSTEM CONTACTr Rj/:k Pizza Chuck Nordby
VeAnza 105000 San Jo14, CA (408) 263?-7155

IMAGE MEMONY 2 basic color rystems
512 x 512 x 8 - color output 8 bits (3-R 3-G 2-9)

CONFIGURATIONS 512 x 51 x )2 - color utpuit 12 bits (4 each color)
AND COSTS

PROCESSOR
OInI ATTACHED)

MEMORY ACCESS ONE MXEL WO AFTER INMlAUZATION 1: 2 Me (average 1. a e)
memory allocated line by line alonq DMA interface

REFRESH RATE 30 Hz

INTERLACE 2:1

MOST POP 1/70 "Stanard POP-I Unib.s interface" - Unibus r"isters

INTERFACES VAX VieS 1/0 Driver $6SO or DMA Doard P

PER(PHERALS

co),stick $875

FACILITIES HI Color Table 256 x 12 (4 per gun) for 512 x 512 x 8 $yet=
H-HARDWARE 1024 x 12 (4 per gun) for 512 x 512 x 12
F.PFIRMWARE
S-SOFTWARE S VDL| 3 - Dec. 11 compatible $250
U-USERIPROCESSOR - Magnification function - real value - interpolated

- Polygon fill
- User interacti~on

H Cursor
H Alpha - Numri Generator

MONITORS

NTSC ENCODER

HARD COPY FACILITY Recmeand Dunn

COST OF BASIC SYSTEM 512 x 51. X 12 Systam to allow 4 bits per XG9 %$181500

DESIRED EXTRAS VDLIN. Joystick $19,525

IOTAL COST

COMMENTS

I 3
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SYSTEM CONTACTS Gary Wilson (Sales) Pete Harris !Enq.)
AED 512 Bedford, H-ans. (617) 275-640) Sunnyvale, CA (408) 733-3555

IMAGE MEMORY 5 1 2 x 512 x 1 bit planes Max. 8 $885

(possible tO hook uo 3 setb of 8)
CONFIGURATIONS
AND COSTS

PROCESSOR
(SEE ATTACHED) 6502A micro - not user pr)qr&maable

MEMORY ACCESS ONE PIXEL VO AFTEA INITIALIZATION Line - to 100 Ns initial
- 30 Ms subsequent - I MA RLS - 5 Ms per pixel

REFRESH RATE 30 __

INTERLACE Ion

HOST POP 11WO rMA Unibus interface $2,000

INTERFACCS VAX

PERIPHERALS

Keyboard with numeric pad and joystick (included)

FACILITIES F Included: Vector Generation - 9 Ms/pixel after initial
H-HARDWARE Scroll
F.FIRMWARE Zoom 2x, 3x, 4x, 5x ... 16x
S.SOFTWARE Polygon fill - after vectors
U.USER/PROCESSOR Area fill

Run Length Encode and Deccle
Cursor - joystick control
"Area of interest" - similar to window
Circle generator

H Color table 256 x 24 (8 per gun)

MONITORS
14" $1,630
19" $4,750

NTSC ENCODER N/A Yet

HARD COPY FACILITY Working on Applieon and Hard Disk interfaces

COST OF BASIC SYSTEM 512 x 512 x 8 $19,820
included -

DESIRED EXTRA$ $19,820

TOTAL COSI

COMMENTS Tektronix smulation mode - Unmodified Plot-10 (4000)
included

No character generator
Working on floppy disk int.rface to unibus $4,000
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STMCONTACTS emedpArchabe at aecAir
7s P .IxS CC (412) 621-6250 (PiO& 1978)

IMAGE MEMORY

IUONFiGURATIONS Memory acts as add-on to POP-l Memory. it iss mch smaller than other
AND COSTS image mmories since display informstion is cowated trc EIz tolmt.

PROCSSOR Controls ,.n-Lrah encoding and dcodinqg.

MEMORY ACCESS ONE PIXEL 110 AFTER INITIALIZATION

REFRIEH RATE 30 K.
INTERLACE

HOST POP 11170 Extended PDP-ll memory - difficult on 11/70

INTERFACES VAX

PERIPHERALSablet $1,500

FACILITIES H Run- Anqth Encode/Decode
H-HARDWARE

F.FIRMWARE H Color Hap 64 x 16 (5 per RGS, I for repeat line)
S.SOFTWAREU.USERIPROCESSOR

MONITORS

NTSC ENCODER

HARD COPY FACILITY

COST OF BASIC SYSTEM A $20,000

DESIRED EXTRAS

TOTAL COST

COMMENIS Note: This syst•m is designed for ani•ration of simple imagery ....

prim-rily of accounting information. It would not be suitabla for
display of continuous surfaces.

WV. 3-26
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.,STIM CONTACTS J H•zler
Gxinell -,4O81 263-9920 San Joan CA

IMAGE MEMORY 512 x 512 x I bit planes
qLantities: 1 - $800 2 - $1200 3 - $1600 4 - $2000

CONFIGURATIONS (max 32 planes)

AND COSTS

PROCESSOR Not user Programable

MEMORY ACC•E.S ONE PIXEL IO AMTPE INITIALIZATION 6 How first pixeel
• ",1.5 Msec aubsoq uent pixelf

,•:INTE[ILACZ 2al 1•11
M OST pojp tl1170 Got DRt113 fro Dec. I nterface logic $500

INTERFACES VAX Similar

PERIPHERALS Uoystic$
Trackball $2,500

FACILITIES H Vectors, Rectangles, Characters 1.5 Ms/pixel included
I4HARDWARE H Scroll included

FFIRMWARE H dot Cursor that blinks Included
S.SOFTWAREU.USERPROC R z mage Function Memory Card $1600 (requites Video Drive Card)

- (3) 1024 x 9 color tables $1,200
cap"ility for split screen and image toggling

Hi 4 extra cursors $1,000

MONITORS buy and resell Conracs

NTSC ENCODER
HARD COPY FACILITY 47

COST OF BASIC SYSTEM cozntrolor $500. Mowry $4000, Interface logic $500 D RXIS, m4onitor
093146 EXTR$$S5,000I5S EXTzAS image function Mmowry Card, Video Drive Card,

4 TOTAL COST 3oystick, Trackball $22,000

SCOYMMtTS Video digitizing option $1200

IV. 3-27
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SYSTIEM ICONTACTS Joh.t M4etzler A
Grinell GGNR.-270 (404) 263-9920 Sw Joe

IMAGE MEMORY 512 X 512 x I bit plane*
quantitilak. 1 - $800 2 - $1200 3 - $1600 4 - $2000

CONFIGURATIONS (Mu 32 planes)

AND COSTS

PROCE1SOR Not Usaz Programable
(SEi ATTACHED)

MEMORY ACCE" ONE PIXEL i1O AFTER INITIALIZATION 6 Nase first pixel
1.5 osec subsequent pixels A

REFRESH RATE 30 Hiz 60OHz

INTERLACE 2l1li

HOST POP 11M7 Get DR113 froa Dec -Interface L.ogic $500

INTERFACES VAX similar -

PERIPHERALS
P Joystick 

$700

Tr&ckbSll $2,500

HFACILIIES K ZOOM (2x. 4x, ft) and Pan $1,200
H-MARDWARE With cursor to denote screen center

S WAR (3) 256 x 24 color tables (use only one at a tine) $1.600
-S T. WARE

J-IERIPFROCE3, 1OR 1 Zmqe Fnmction Memory Card $1600 (video Driver Card $1200)
- 3 1024 x 3 color tables
- capability for lptlt screen and image toggling

H lmge Processor Card (--,ltiply, divide...) $2,200
HI Image Aalyzer Card (histogram...) $1,400

Window read and write cont•-l included

MONr,•

buy and sall conracs

NTIC ENCOOER

HARD COPY FACILITY

COST OF IAsIC SYSTV' $15,000

DESRED EXRAS am/PaD, Imae Function Memory Card.
Video Drive Card, Joystick, Trackball $23, 200

TOTAL COST j
SCOMMENTS

Video Digitizing Option $1200
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Harold F. Clearwaters (Main)SYSTEM CONTACTS D•ob Pay - local salsman
ADZ -Light 50 BbRy lclslsa

Lowell., MA ,617) 459-2578

IMAGE MEMORY
512 x 512 x 4 bmard Max 4 now, 8 future $2,500

(1024 x 1024 display not announced yet)CONFIGURATIONS

AND COSTS

PROCOESSOR 16 bit Micro - THS 9900 - User can download
(S3E A-rACHEO) 8k R0N & 4k PAM which can be increas•d

MEMORf ACCESS ONE PIXEL 11O AFTER INmALIZATION 1.2 Ms

REFRESH RATE 30 Hz

INTERLACE yet

HOST POP 11170 interface w,'icro - host attachment - host 1/0 bus $2,500

INTERFACES VAX N/A

PERIPHERALS

Keyboard with numeric pad & 16 function switches $600
;oystick $200

FACILITIES
F HARILIAIE EH I pix (vertical) by 16 pix (horizona.) scroll and acom 2x, 4x, 8xHHARDWARE .$500
F.FIPMWARE H Fast Elment Generator (fill 2.5 Ma/pixel)(Vectors 1.3 Mx/pixt1l

S-SOFTWARE $3,000
U-USENPROCESSOR H Graphics Ovye-lay - R$170 (camera iknrut) (512 x 512 x I plane)

$2,500
H Color ta•le 256 x 16 (standard) i024 x 16 (optional -)

(5-rad 6-btlue !-green)

"F Included
- arbitrary (real) scaling ).x to 2S&k - must rebuild imageI - generate circles, arcs, characters, rectangles, conics
- area fill and rectangle fill
- cress-hair cursor
- multiple views with a 2D window (function of SOos a Scroll)

MONITORS

NTSC ENCODER yes Included

HARD COPY FACILITY Tektronix hard copy- hook-up RS170 a Child Syst•m
COST OF ASIC SYSTEM $19,000

DESIRED EXTRAS Zoomscroll, Prog. 1elment generator,
keyboard, joystick $23,300

TOTAL COST

COMMENTS Teklight - Tek mulator Prca $850
Can overlay text
Child System
S a S electronics dropped Gmnisco & •mek - ADl locksa good.
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worm Jr CONTA.CTS, Af ftmis,
LOIid• 3400 VIarli~ngto., ftes. (617)37t3-2700

Una| MSMI

0ONFOUPATlONS 51 52x I pai (flts 16) $1120
AND COT 1024 a 1034 at I plume (ftm 4) $4440

F--_ _ _-. - ----

PRO219"12bit ftLore witth Ik*3k YNiN a Xk VA fr Wci•t, ble Costg~ol Staon
(M1 ATTAGN2%D difficult user pwaWrai"I (2k,-12k)

MNOgW ACCESS Oi E Po M VOm AFMm WWU4.Mn"- %-I ft

*PRSSU RATE (512) 30 e (512) o0 , (1024) 30 .a
INTERMACE 2%1 1.1 1 21

HOST POP I1I n*reco•end 16 bit nexa&llpl om interface to Un),ibu $1200

iNTERFACES VAX similar

PURIPHERALS w/U%232 joystick $1400
kyboard $ 900
trackball $2500
tablet $2000

(dzopped li•htmp support)

PACIUTISS Ri Zom Ci, 2a, 3x, 16x) aM Scroll $1000
HNHAROWARE HI for a bit depth 256 a 24 (0 per R•)

*P.inRMW.R N.mian of 1024 a 24 slbultanseu8 $340S
"".0PTWARE Ulik coatroller
U.U•R/IqI•M O ftwltiple Overlays

PMN add--on for micro $ 500
SI Znage Display operatnq Systm - accessible vi.a Softwareri•er
ONwhich is 5es1d2ent m host

-vector qoneration each vet¢or I 10Ke Us2 per pixel
I-camp feat~ure for color look-up
'-movie feat~ure usinq zoom• and scroll
Cutrsor $ ?0o)

MON!rO- S122 resolut..ion $ 3,000

10242 resolu.tion $8,000 to $13,000

NTSC ENCODER optional S 3,000

KARD COPY FACILITY Taktrk•i .hardcopy $ -,500

COS OF SA31C SYSTEM .$20,000

O NSED EXTRAS Joystick, keyboard. tablet, zoom/scroll, RNM add-on %$25,800

TOTAL COST

COMMENTS
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GENISCO DIGITAL DISPLAY SYSTEMS

Setting a new criteria of
modularity, display dynamics,

performance, reliability,
processing speed and

cost-effectiveness!
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Stu Robert (UP) Joe Tvblan Bob Frey (UP)
SYSTEM ONTACTS o Ray (a n) Dan Jones Dav Pauley

genisco r,-'-3000 , owe llss (617-459-2,7S Irvine. CA

IMAGE MEMORY
512 1 512 x I plane $1S00

CONFIGURATIONS 1024 x 1024 x I plane $2500
AND COLTS Max of 14 planes in 2 chassis

PROCESSOR Wrogramble Graphics Processor (P•P)
IEE ATTACKED) Graphic operating System takes &bout 1/2 of the 4k R

MEMORY ACCESS ONE PIXEL 110 AFTER INITALIZATION

REFRESH RATE (S12) 60 Preferred 40, 30 N, (1024) 30 Na
INTERLACE 1!1 Yes 2tl Yes 221

HOST POP I1f0 (mxill-N available) Note: Driver w/decws $560 $1700

INTERFACES VAX $1700

PERIPHERALS keyboard $1350
trackball $2900
joystick $1000
tablet $15oo

FACILITIES H Character/vector generator '.10 Ns per pixel $2000
H.HARDWARE H Scroll and Zoom (2x, 4x, Sx) $13.00
P.FIRMWARE H Color Table 256 x 24 includedF.SRTWARE H Fill ?rde - will fill between vectors (max 4 planes) included

"U-USERIPROCESSOR HI Cursor and bli~nk control iii liLu of second cursor included

S Graf pac 11 fortran callable graphics subroutine library
includes: area fill, some 2D tr'nslations,
curves, lines, vectors, text control $3000

L

"MONITORS S12 x 512 S 3,240
1024 x 1024 $15,200

NTSC ENCODER $ 4.500

HARD COPY FACILITY

COST OF BASIC SYSTEM $20,700

DESIRED EXTRAS keyboazd, joystick, tablet, charact:/-nector generator,
TAL T zoom/scroll, af pac Z $31,o50

COMMENTS -vectors must be erased for movement, hardware wissoring
-character controls: lx... 16x zoom, 900 rotation, prograable Zonts
-plot-10 emulator available
-rumors of hardware problems from usars

W. 3-35
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SYSTEM CONTACTS Rick Pzssa Chuck Nordby

DeAnsa VC5000 San Jooad, CA (406)263-7155

IMAGE MEMORY All system" are 512 x 512 x 16
system 01. Monochrome - 8 bits intensity, 4 overlay, 4 aux.

CONFIGURATIONS System 02. Color 12 bits INGI (4 per gun), 4 overlay
AND COSTS

PROCESSOR LSI-11 totally user programmable (24K bytes)

MEMORY ACCESS ONE PIXEL 11O AFTER INITIALIZATION 1.2 me

REFRESH RATE 30 Hs

INTERLACE 21l

HOST PC' 1170 itSXll-M requires special high speed inter1alW 11ort

INTERFACES VAX
PERIPHERALS

Joystick (cursor) $875
AJ2N-3 Dumb Terminal $1,250

FACILITIES H Color Tables vith Imaqe Transform Control - Peudo Color"
H.HARDWARE monochrom 2048 x 8 $400
F.FIRMWARE Color 1024 x 12 (4 per color) $1,950
"S4OFTWARE Color 2048 x 12 (4 pir color) $2,000
U.USEWPROCIISSOR

H Dual Cursor (different modes) $1,400

H Zoom (2x, 4x, 8x) and Scroll inclIded

S Vector Generation 8.5 Ha/pixel included

F Character Control ($1,000) v/Color $) ,500

MONITORS

NTSC ENCODER

HARD COPY FACILITY l1eciannd Dunn

COST OF BASIC SYSTEM including 1024 x 12 color tDl. %$'JI.400

DESIRED EXThAS Joystick, terminal, cu-eor 434,9S0

TOTAL COST

COMMENTS -Designed to stand •lowe - ter"mial sad flop" $4,450
-Im0a from flg-3 awror. 11 se.
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IULf Hubert (Sales) Customers
SSrEM CONTACTS (617) 6e9-67S4 JMn Misansn DRC

Aydin 5216 Nass. (617) 649-7472 (home) (617) 481-9511 cat. 6419

WA4E MEMORY

512 z 512 x 1 bit plane (no sense) $2000 t. $2200
CONFIGURATIONS 1024 x 1024 x 1 bit plane $2500 to $2750
AND CST Maziawm of 16 planes

PROOC9bMR Isatel 8086 - up to 1 qsa word uftr programmable using Forth languaqe
OR ATTACHED)

MEMRY ACCESS ONE PIXE 110 AFTER INITALIZATION $ 1 No

REFR.SH RATE (256x256) 60 Hz (254x256) 30 Hz (512x512) 60 Hz (512x512) 30 Us (102441024) 30 fiz

INTERLACE 1:l 2:1 1:1 2:1 2:1

HOST POP 11170 DNA - DRI14 linterface S 850

INTERFACES VAX Sam $ 8s0

PEIPRFRAL5 keyboard with 10 function keys $ 900
lightpen $ 995
45 function keys $835 90 function keys $1470
joystick Z 690
trackball $2895

FACILITES H Vector & Circle Generator (10x firmware speed?) $3500
H44ARDWARE F H Zoo. Control (2x, .4KSx, 16x) and Sý*roll FQ
F-F;RMWARE H Alphannmeric Cmannel Module

1114OFTWARE H Cursor included with device controller
U.USERIPOCESSOR H Color 'Table 2046 x 12 (or 4096 x 6) 4 per Zap8

-Additional modules to provide 8 per RP. ;3000
F S AYCWA (4 different versions) SICAPH/CORE Vezzion $750r.

-polygon till vitq firmware
-Z-depth sort of polygon filled areas (hilden surfacw)

:curve Citting ; qeneration. coni~cs, poiar coordinates
-co1Lo control with percrnt of hue, inktensity 5saturation
-2u a ID manipulation and tinodowing

MONITORS (8024) - 13" diagonal - 800 TV lies $305
(802!r) - 19" diagonal - )00 T"! lines $2195 •
(8026) - 19* cag•onal - 10OW TV lines $7435

NTSC ENCODER

HARD COPY FACILITY

COST OF BASIC SYSTEM with a hitL rar RGB color table $30,000
keyboard, liqhtpen, joystick, voctur generator

DESIRED EXTAS zoom controller v/scroll, AYGROAF iRE k$42, 500

TOTAL COST

COMMENTS upyrade to ultra-high (1014xl0241 resolurion requirei:
-chage some ROM chips, firware £ pussibl, backplene
-nonitor (chanacs Are sapposed to bv einor)

------- -
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SYSTEM CONTACTS Bill Lalond
Norpak VOP PakenhaM (Ottawa) 1-613-624-5507, 5570

IMAGE MEMORY nw basic confi urations
nevort 512 x 512 x 4 for 512 or 1024 displays $3500

CONFIGURATIONS olderi 1024 x 512 x 1 for 512 displays only k$1750
AND COSTS

PROCESS•OR Bit slice wicro-•lortrant calls to access micro-instructions

(SEE ATTACHED) Not user programmable - can down load somewhat

MEMORY ACCESS ONE PIXEL UC AFTER INmALIZATION 1.5 Ms

REFRESH RATE (512) 25, 30 Hz SO, 60 Hz (1021) 25, 30 Hz
SINTERLACE 2•1l 1 :1 2.:1

tOST POP 11e70 Modified iv 11-D - Limited to DEC(s) $2f00

INTERFACES VFAX . .weild

PERIPHERALS key ord with navme/ctrs, pad, 32 fol ction switches, 8 lights $1300Strackball $3300
•', joystick $1900
•"tablet $2000

touch sensitive display (fut~ure)

SFACILITIES FFirmwnare inluded +L~d
H.HARDWARE -Points, vectors, arcs, polygons, text "1.5 Me per pixel

F.FIRMWARE -Scroll (w/hardware) - each bit plane separately
S-SOFTWARE -Zoom 2x, 4x, Ox (w/hazdware)
U.USERIPROCESSOR -can use to do subwindows on screen (vwport)

-Polygon fill and area fill
-Run-length encode and decode
-Cursor in overlay

H Color table 256 x 24 display and 256 x 4 overlay incl.
S Fortran callable routines to access micro-instructions $ 350
S SIGGRAPH CORE - not complete, waiting on SIGGUAPH

MONITORS Rcowmend Conracu

NTSC ENCODER

HARD COPY FACILITY nicro-controlled interactive input R 232 output firmware drive $3500

COST OF SASIC SYSTEM -$35,000

DESIRED EKTRAS keyboard, joystick, tablet, Fortran interface,
input/output drive (need for peripherals) -$44,000

TOTAL COST
COMMENTS

System is not really completed as yet, hard to pin down.

iii 1. 3-41
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SYSTEM CONTACTS Rick Pissa Chuck mordby i
DOAnma IP5000 San Jod4, CA (408) 263-7155 S

IMAGE MEMORY Kl1 sysetms are esenti.ally 512 x 512 zx 24 bits
system 61 2 channels (1 scratch) mnochrome 8 bits

CONFIGURTIONS Sys:tem #2 3 channels .I 8 bits per color gqmAND COSTS System 03 4 channels (1 scratch) M v/3 overlay planes

PROCESSORPREEATCEOR Pipe-line Array Proceseor - user programmable(SEP ATTACHED)

MEMORY ACCESS ONE PIXEL 9O AFTER INITIALZATION

REFRESH RATE 30 . .

INTERLACE 2:1

HOST POP1170 Treated as virtual m.cry-off UNISUS by use of registers.

INTERFACES VAX

PERIPHERALS joystick w/Lterface 8 675

trackb&ll v/Lnterface $3450liLghtpen w/int"erface $2950

FACILITIES H Vector generator - 2.5 ds (estimate) per pixel
H.HARDWARE H Zoom and Scroll (zoom 2z, 4x, Sx)
F.FIRMWARE N Color Naps 3 256 3L 24 maps - display only one

"S.SOFTWARE -Z'j - 1mage Translator - secondary color control
U.USERiPROCESSOR N'1ursor $1400

I Image processing funct 4
ons ... for exaqle:

-ran add two 512 x 512 x 8 images in 1/30 sec.
-wmltiply two 512 x 512 x 8 images in 3/10 sec.
-can split screen vith separate look-up tables ($4600)

Alphanumeric overlay generator $1000

MONITORS

NTSC ENCODER 1/_
HARD COPY FACIUTY P.soom and Dunn

COST OF BASIC SYSTEM •44,000

DESIRED EXTRAS Jaoy•ick, lightpen, I"UT, slphs/nua generator overlay $48,025

TOTAL COT

COMMENTS

Mv 3-43
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Li ft -WA -- to ~c -a ,-ZST'" 4Tv b

too NIL m bL too 19bec. ?Z NIT %%ST x v~b

Tyf.cal Systain 1111iel D-iagram

,hoe tKoNAS proOctuot fsully user pt'ogIrammablif A fill. 22 bit wide arthWrturv given
0 edprecision lor grsistics and image processintg 11pistcaltOna Thle lyONAPrcso

speedis imae coimputation by executin. many repetitive. time consumtinfg caIlculations from.
microcode progralms. Graphite and imae processing P~liarfflbfCe i1'nht en~tMhanlced by Allowing

th o optrdirect access to the imae melnoyv as well as to arv Other fimemOry On the
IICONAS bun Clcor tok-up table. mrcrolsds Store. etCL).

IIIONAS image Memron, 012o Diaen organized Each module can be addressed 43 1024%St~xl.
S12a5t2x2. or. for multi.Oiassl access. as tOK%32. Pan. and scroll k) Pixel imc,.m~ta 11, standard As
is loom 1tO ally ."Itew. sr ao IItto 256. 1 ModuIUr nature of te units . low rnstory to be easily
expertond from Sl2x~ltx2 up te5t a512%32 or I10240024et7

PAST ANW119M I tac1ilalse ascuto

accmumo tioiiilailsts; heraidexcuio o mnygraphic$ and img

oeegteasks whicht reqjire m...ply theni add or subtract lýycis. egq matrix multipli~cation (3-0
poin trinalrmaiont fator" an CIU prduc (Sade alclatinal An tti~g JAvermaging

vi~h INPUT

Video s=nl may, be wiritten itoI thle imae" memory in res. time The high aSeOW tus architecture

Ofth lliKrAS system allows simuitanetus 1) Albyteiiswi vide0 input. t0 Mbyte'seC sideS, o-.iput,

A~MTION

Computer Oteorllca a.-mtelilon isa teast iaslopirg hold0 wit", app.icaio~ns $I: cortical system
moosling. display of tim "n. 5yit data. 8nd cartOOning Vt.'%INAS systems support Computer
arilnation 62itg rolor-map or r.Inltencoding itfrehQUes1 with a Sarrety of Color look-up tablt
end runt-'Itgth ,'ACOdORM - aQo Memory se-sea s a ruh-ifength animairoi outletr oh #ircockio

im assiia trame bu t"er for unencooeji msg. Trhe Mlass Image Storage rhrocule can holid up
IS noto -o',s.utet complex wtmmimot,o tar real-time Playback or cam 0e Used 1S store

rLIE3LIU~TY, XPANOADlLITY

IKONAS systems at* ellr~rely modular being COfltigurdd tron serious modules Attachedl to a
comrmonh Commnunication bull Systems .rs easiy expanded One Cage rholds 20 cads. Mlultiple Caga
configurations a-ca Ooliible A user Can begin witht a simple Crane butter trio add orocsSSOr. imaos
in~ot, and hriadware multipier( wonulee lale,'

0UST0MILUD SYSTIMS

Modular de4,7h ot Components eans$ Ithat systems are Configured to meet a customwos samtIculs
neaso Entensine 04. of microProgrammed controllers in trw modules mitte nstra ~ustom
nrodificatltth. ar* 43411y performed An Many Coase A wide ,41-4,tto (t Opt0sins 5 ba.,5ble ILONAS.a
pan,cuiariy nlierealso in providinig stale-ot-ti~mie.st hriadre tut research and speial piiroose

grapnics ard image ptocessing systems
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IYSTI •CONTACTS Mhar Wdttao or wick ftglmad
UMMAIS If~lego. W (919) 813-S401

COMPIOURA" 1024 a 512 a 12000
AND o0C061 Ma of 20 cafti

ig aend feet 32 bit 200 Ms N11ioproceesor
(P18 ATTACIER (a.jat So% cot of the tot, mystIm)

3613W ACCESS onE PIXE " AT"RTA2I 400 Meaaccess
100 Mw• an bus (I cycle) ... 4 cards can oWate in &It. 100 me

(33. AT 02) 30 Ra (W1) 60 Hs (512) 50 Us (512) 100 3. (1024) 30 Hs

INTERLACE 1:2 11 li .:2

PWP 11170 mA vtV. =3112 $3000

INTESPACES VAX Ses

PERIPHERALS nonea yet -perl~pherals are hung off the host

PACILITIE 7 (Pan) Scroll a Zoom (Is. 2z. 3x,. 4z, Sx, ... 256x) included
HI4AROWARE 14H - Encode/Decode, ... ani~mation possible $2400
PPFIRM WARE F Win vir nd Vivwportinq
S4OFMAARE H Curs.r
U.USERONROCESaO H Color Table 1024 x 24 LowI Speed% 12000 High Speed: $2800

(nequired for 1024 x 1024)
U Possible thin;. to look for:

-fast vector generation (NASA)
-"roal. tias" hidden-1l.no/surfaco (WAA)
-2D & 30 model mani~pulation

-Edge detection end enti-aliasing

It:

MONITORS

A

NTSC EXCODER Recome~nd . nco
HIARD A COPY FACILITY Race m dnd Vun

COST OF BASIC SYSTEM -$45,000

UESIRED EKTRAS RU o Tmcoder,0 4:cod r •$48000

TOTAL COST

COMMENTS Look for gocd things from Ikonas (AED engineer)
-advertised as too! for graphics research
-no hi&h-le D language interaction
-upgrade to ultra-hio h rn-olution requires one siftwar* bit change!

I.-

MONITOR



The fol lowing peragrsohst Wiolly describe Ithe various Sot~ten Memory (RM-Y 'X Z)
elements of tho AM9400 Display Generatof The Ref reshi Memory consists ot solid-state MOIS RAM s iN!

store the picturersl in raster scan dlot matrix formal Theg
memory 's organized as one to eight groups of up to I 6-bits

- each Each I S-bit coil defines a single pixel ont one or more
CRT s Table I Itsts the grossloiry resolutionfs aspect ratios.2
and refresh frequencies

TABLE i-am-ga mz1 tOLU TANAS

i. -load
(M."IA) L~xxee8- Beet1w Pft I

- ...... AMar i4a00 51 X SiZ 640 4 3 ii 5 so K ebsxfeme CFr41`10-U01)4OO5 512 24 fill)r 1 r 50 so" xWNeeorere
fil W5400 SK S12 gaO 43 121 50 sofJpaleei Flow

RPJ59400 fix 1024 1024 11(lri t 25 30HzReeriacedi
fill.___________ RM9400 9x 1324 '280 4 3 i 26 30"1 flruW

FIGURE 1. 111111-111111 FUNCTIONAL BLOCK DIAGRAM No*()At silscertra4"4JG mrc a*

* Cmpuer rttflae (M-900-(X)Serial Link/ Curbor Option (RM-94004SLC2'4)
TeComrouter interlace oroids ngh00edlik etee The Serial i~nk Cursor option processe operator input from

The CompSf termiuterfc orv~e a~ nM.9403 Disa GenxertoreA keyboards and grapriic nput devices. and generates two or
gehera msCopuroeterfaco~e GRNP)0 ' is a prvied nertori DiAy tour inrdependent cuirsors that Canobe usedt to point to the

racea ouros triofac display withoutd afecin thet dae efes
Processor 

Teo additional card slots are esryeogr for custdf aeo mtdslywihu fecigtedtai ers
.nterifi.ces, Oftf-!heshelf nterltaces are axa-laole for most memory The FIM-9400.SLC consists of a £80 micro-
minicomouters ean some large mainiramnes All r'tertaces are processor ilitli dedicated ROM and RAM. four or eight serial
'6-oi barailsi Most.rrcoroorato or utiltIae arect merria ports aria two or tour 32 x 32 Drogrammac3ie Cursor

generators Support softwere is available for keyboairds.
DAcc quness joystick$ traCrballs grit poit and0 graphic tablets i

The TTL DMA Seovuencer performs high-speed non. -'Video Generator (RM49400-Vn)
orocessor transters nvoiving mull-pie devices on in*h System Thre Video Generator transforms noe stored oactures into
B"s 'or ex~amp;e Jelyv.een -tr Computer iriterace andl ndustry compatible video s'gna!s hat drive Patrick Or other
Disoipy Processor oi Memory Cont-or Processor Thie CDMA Comnmercially available nigh resolution CAT monitors ;arge
Sectue~ncer can nivolve as many as 14 . orts arid seven screen or0oeCrorS arid hardcopy printers All outputs are

Subiopt rocssorcomotbewith E*A Sto RS- 170 or PS-343-A sciticdatiors
- Dis0pla for Composite video
Inc DOsoia, Processor .I:recv# or indirectry conitrois eacn The Vvofo genteratOrs Process data on a bixei-Oy-o.net basis
emeent )l li'V O~soay system :m1 aciciton I decoades tnrougn PROM or qAM derrico: lockuD tables Mrat assign
fccc red nstruct'or's stores siaooictuires, -ommand lists, and .utout color and or ntenstv Eacri Ov-er floexes Inc iookivo

it onirs oeroorms CI-torcinste 'anslormat-ons and1 Olives the ladle 55 t -s scanned from nc retreasri memory The conrents
5.-.Memory Control Processor "me Display Processor contains a Of line addressed cell n tneOOkowio table are mhen Lassed 'o

2 80 microprocqssor winm 321Z byttes each ot EPROM and Ita 's": .]rliog converters (DACi or video amoif ers Inst
PAKI a GjP' intertace three serial borts a rho'r memory cr00. 311i Oieo s-gnats
map c ucle-steang OMA and nterrsoto contoi *ogb Trig Cursor and overlay m ring 5 berrormed eitrrrer Inc i~dokup
memory map accommodates up to 512K memory b~ytes 0' table or at tinc DAC 0, clarrrbing Inc output voltage to

Anio 96 byls ae -eervd to inrnalcorrro oftare minimum or mnav mumr scaic Ali lact~ generators n,-oroorate
-Processor Expansion Module (RM-9400-PEM1 2 3 4) a o,,nK IredueliC. general toria hat1W lo s el-c!Ve b~link

ihp Processor Erboans on. %ocuie aods a nigh-sbcld mat- There are tnree orl.tne-sneir video ijenerators hat satisfy
riM o to 32, oivres E-PROM oorenrvai and acdtbtiioa, user most adoiicatidri5

QAMI lo "5 D~spiay Pocessor Memor, etcoar'S.on may De
noecihed n 3,1K Zote 'c'emenSn o Ia maximum r) '29K A -'ne Trott i /h~oadenerator RM-9add-.Vr 1 S essignled or,
nytes -Arrere - umboer of 32K onle ncremnenrn, general ilrabt'ies aboricatldns The PM-gadC-Vr drives !2

rwo-orl 4. ever)l v-eo o-iibvtv! 12 r mbnocnrome or our
-Memory Control Processor R(018 C010r 

2
iSD-ayS nr addition !me RM-940QOVi orovocs

'heM~m~ :0.0 Poceudidras -mivsaloa.r'arohare o31hx ano mixes up '.) 'our -noepenceqnt curtors
'rumeich qiaoncýs maces eIc M Ito efreyri hemory v-im any :it Ime - outout channels Color nrensiry
and beriornms , opi9 onr~v Jeerctcron pan anc zoom .ie overlay a~nd oi.'nass~gnnrenr are accomtolianctoby OP(Qif
MCP conlians a sbec~ai-ourbose 16-bit boipoar m cr0. coo-ing Anv C.1 0-4 colOrs Or our ntensiries man ole
processoi N-th 060 Cateol 00M PAIM and support og.C socoried
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SYSTEM CONTACTS aen Mull.anY
Mlmtek 9400 Boston, Mass. (617)862-7720 Sunnyvale, CA (408)735-4800

IMAGE MEMORY 512 a 512 a 1 plane $ 469
1024 x 1024 x I plane $2345

CONFIOURATIONS Maxismm of 8 planes per chassis
AND COSTS (add $2000 for larger chassis)

PROCESSOR z-80 traffic controller .. , not recommended for uspr prorlaming
(WEE ATTACHED)

MEMORY ACCESS ONE PIXEL 90 AFTER INITIALIZATION 1.12 Ms

REFRESH RATE (512) 25, 30 Ha SO, 60 Hs (1024) 25, 30 Nz

INTERLACE 211 11 2:1

HOST POP 11170 DRIll Q C (will also quote mass bus in future) .$2200

INTERFACES VAX Similar

PERIPHERALS keyboard $1500
tablet $2000
joystick $1400
lightpen $2900
trackball $3000

FACILITIES H Vector Generator -16,000 Vectors/sec (50 pixels/vecto:)

H.HARDWARE HI Zoom (2x. 3x, 4x, Sx ... 164) and scroll
F.FIRMWARE H Color table (2) 102 x 16:4 per P43 and 4 monochrome hard copy

S4OFTWARE - Second video bo.trd for 8 bits per RGB $6120
U4JSERIPROCESSOR S Arcs, Circle fill and Polygonfill $ 500

F area fill
F 20 translation, rotation and scaling $ 500

(S) H Viewportinq
1S) H Decluttering - increased detail with zOom
(S) H Entity detect into display list and return to host
(S) H Down-load display list board v/list processing $3280

-gives power to directly address ima• e data couands

MONITORS

512 - 60 HZ $3970 1024 - 30 Hz $10,200

NTSC ENCODER
HARD COPY FACILITY Poloroid system $12,000 35 -m camera & adapter $4000
COST OF BASIC SYSTEM with 6 bits per - in color table $41,1•00

DESIRED EXTRASI keyboard, tablet, joystick, lightpen, polygon filler,

TOTAL COST 2D transformations, download display list processor $53,l00

COMMENTS -Maintenance and training course - 4 weeks in CA $ 1,000

-Upgrade to 1024 requires sync and backplane change,
and possibly return to shop '$ 2,000

V. 3-47
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SYSTEM CONTACTS arvoey Raider
COMTAL Vision One/2C (213) 797-1175 Pasadena, CA

IMAGE MEMORY

CONFIGURATIONS incremental by 512 x 512 x 8 bit image grops $8,000 to $10,000
AND COSTS maximum of 64 groups - 512 bits per pixel

PROCESSOR Pipeline proceos:t1,r to recompute all pictire elements
(SEE ATTACHED) ,LI micro to hmi~le user interaction, system response, memory management

MEMORY ACCESS ONE PIXEL UO AFTER INMALIZATION 1.5 Ms (read 900 Ns)

REFRESH RATE 30 Hz 60 MH
INTERLACE 2:1 1:1

HOST POP 11170 MSXII-M is available. Unibus board & D0113 $3150

INTERFACES VAX Similar

PERIPHERALb keyboard
trackball
data tablet
magnetic tape trarasport
floppy dask

FACILITIES High powered image proceseinc. facilities . upper range

.4-HARDWARE -can roam a <09E x 4C96 x 8 bit array
F, FIRMWARE -134,000,000 bits of refresh mmory read in 1/60 sec.

S4OFfWARE -animation of 64 512 x 512 x 8 images in memory
U.USER1PROCESSOR -real time (1/30 sac) image processing features

(list is available)

MONITORS IS-" high quality monitor incl4ded

NTSC ENCODER

HARD COPY FACILITY

'.OST OF BASIC SYSTEM aPProx. $40,000

DESIRED EXTRAS Prices from approx. $40,000 to $700,000

TOTAL COST

COMMENTS -computer built into system

-top-of-tVe-line for image processing
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Buildinv 7. ", oom 509
September 26, 1979

To: V.H*. Lucke, Design Graphics Personnel, J.F. Berkery, W.E. Lorensen,
J.L. Mundy, R.B. Saltzman

Subject: Update #1
Survey of Color Video Frame Buffer Systems

1. In a resent telephone conversation with Ken Anderson, of the Anderson
Report, I found that no further Information had been uncovered regarding
Seiko's (Tokyo) digital TV display. Rumor had it that Seiko had utilized
a 4 x 4 transformation matrix similar to the Evans and Sutherland Picture
Systs.;n 1I with a 512 x 512 full color frame buffer system.

2. Mr. Anderson did give me a name to ccntact at DEC in Nashua New Hampshire
regarding their rumnred 512 x 512 color video frame huller system. DEC's
System Processor is based on 2901 archietecture utilizing a 160 Ns cycle
time. The systew will act as a device on the Unibus with a parallel interface.
The ititial system will be able to draw 50,000 vectors (short or inch?) per

* second, but very few other facilities will be offered and the processor will
not be user programable. The initial system will offer a maximum of 4 512 .1
512 image memory planes, with a 19 inch color monitor and Tnte-aice for approx-
imately $14,000. It will be available for shipment around June 1980 and
development will continue to improve the system.

a.14

Peter Atherton

37-509
8-169?

W3
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